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Chapter 1 )
Introduction Check or

Markus Christen, Bert Gordijn, and Michele Loi

Abstract This introduction provides a short overview on the book “The Ethics of
Cybersecurity”. The volume explains the foundations of cybersecurity, ethics and
law, outlines various problems of the domain such as ethical hacking and cyberwar,
and it lists recommendations and best practices for cybersecurity professionals
working in various application areas. Furthermore, the introduction outlines the
background of the European CANVAS project, from which this volume emerged.

Keywords Cybersecurity - Ethics - Law - Trust - Values

The increasing use of information and communication technology (ICT) in all
spheres of modern life makes the world a richer, more efficient and interactive
place. However, it also increases its fragility, as it reinforces our dependence on ICT
systems that can never be completely safe or secure. Therefore, cybersecurity has
become a matter of global interest and importance. Accordingly, we can observe in
today’s cybersecurity discourse an almost constant emphasis on an ever-increasing
and diverse set of threats, ranging from basic computer viruses to sophisticated
kinds of cybercrime and cyberespionage activities, as well as cyber-terror and
cyberwar. This growing complexity of the digital ecosystem in combination with
increasing glo bal risks has created the following dilemma. Overemphasising
cybersecurity may violate fundamental values such as equality, fairness, freedom or
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privacy. However, neglecting cybersecurity could undermine citizens’ trust and con-
fidence in the digital infrastructure, in policy makers and in state authorities. Thus,
cybersecurity supports the protection of values such as nonmaleficence, privacy and
trust, and therefore imposes a complex relationship among values: some may be
supportive and others conflicting, depending on context. For example, whereas
cybersecurity is in most cases a precondition to protect data and thus the privacy of
people, it may also make private information more accessible to cybersecurity
experts, in order to detect malicious activities.

Understanding this and other value dilemmas has become imperative, yet cyber-
security is still an under-developed topic in technology ethics. Although there are
numerous papers discussing issues such as ‘big data’ and privacy, cybersecurity
is—if at all—only discussed as a tool to protect (or undermine) privacy. Nevertheless,
cybersecurity raises a plethora of ethical issues such as ‘ethical hacking’, dilemmas
of holding back ‘zero day’ exploits, weighting data access and data privacy in sensi-
tive health data, or value conflicts in law enforcement raised by encryption algo-
rithms. For example, a governmental computer emergency response team (CERT)
may fight a ransomware attack by turning off the payment servers and destroying
the business model of the attackers to prevent future attacks—but this means that
people whose data already has been encrypted would never retrieve it. A medical
implants producer may want to protect the data transfer between implant and
receiver server by means of suitable cryptology—but this significantly increases the
energy consumption of the implant and frequently requires more surgeries for bat-
tery exchange. Finally, a white hat hacker may discover a dangerous vulnerability in
an IoT device and inform the manufacturer—but the company does not attempt to
correct the error and the hacker considers how to generate public attention for the
case. Such issues are usually discussed in an isolated manner, whereas a coherent
and integrative view on the ethics of cybersecurity is missing. Only a few authors
such as Kenneth Einar Himma (2005, 2008) have worked systematically on the ethi-
cal issues of cybersecurity for a longer time, and recent authors on this topic have
focused on more specific issues such as cyberwar (Lucas 2017; Taddeo and Glorioso
2017). A rare example of broader coverage of the topic is Manjikian (2017).

This book aims to provide the first systematic collection of the full plethora of
ethical aspects of cybersecurity. It results from the research activities of the
CANVAS Consortium—Constructing an Alliance for Value-driven Cybersecurity—
that unified technology developers with legal and ethical scholar and social scien-
tists to approach the challenge of how cybersecurity can be aligned with European
values and fundamental rights. The project was funded by the European Commission
and aimed to bring together stakeholders from key areas of the European Digital
Agenda—business/finance, the health system and law enforcement/national secu-
rity—in order to discuss challenges and solutions when aligning cybersecurity with
ethics. A special focus of CANVAS was on raising the awareness of the ethics of
cybersecurity through teaching in academia and industry.

In a series of four White Papers, the CANVAS consortium provides an extensive
overview of the discourse of ethical, legal and social aspects of cybersecurity. The
first White Paper ‘Cybersecurity and Ethics’ outlines how the ethical discourse on
cybersecurity has developed in the scientific literature, which ethical issues have
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gained interest, which value conflicts are being discussed, and where the ‘blind
spots’ are in the current ethical discourse on cybersecurity (Yaghmaei et al. 2017).
Here, an important observation is that the ethics of cybersecurity is not yet an estab-
lished subject. In all domains, cybersecurity is recognised as being an instrumental
value, not an end in itself, which opens up the possibility of trade-offs with different
values in different spheres. The most prominent common theme is the existence of
trade-offs and even conflicts between reasonable goals, for example between usabil-
ity and security, accessibility and security, and privacy and convenience. Other
prominent common themes are the importance of cybersecurity to sustain trust (in
institutions) and the harmful effect of any loss of control over data.

The second White Paper ‘Cybersecurity and Law’ explores the legal dimensions of
the European Union’s value-driven cybersecurity policy (Jasmontaite et al. 2017). It
identifies the main critical challenges in this area and discusses specific controversies
concerning cybersecurity regulation. The White Paper recognises that legislative and
policy measures within the cybersecurity domain challenge EU fundamental rights
and principles, stemming from EU values. Annexes provide a review of EU soft-law
measures, EU legislative measures, cybersecurity and criminal justice affairs, the rela-
tionship of cybersecurity to privacy and data protection, cybersecurity definitions in
national cybersecurity strategies, and brief descriptions of EU values.

The third White Paper ‘Attitudes and Opinions regarding Cybersecurity’ sum-
marises the currently available empirical data regarding the attitudes and opinions
of citizens and state actors regarding cybersecurity (Wenger et al. 2017). The data
emerges from the reports of EU projects, Eurobarometer surveys, policy documents
of state actors and additional scientific papers. It describes what these stakeholders
generally think, what they feel and what they do about cyber threats and security
(counter)measures.

Finally, the fourth White Paper ‘Technological Challenges in Cybersecurity’
summarises the current state of discussion regarding the main technological chal-
lenges in cybersecurity and their impact, including ways and approaches to address
them, on key fundamental values (Domingo-Ferrer et al. 2017).

These White Papers serve as a baseline for this volume, which involves the con-
tributions of CANVAS researchers as well as those of external experts. The first part
of the volume outlines the general problems associated with the ethics of cyberse-
curity. This involves defining the basic technical concepts of cybersecurity, the val-
ues affected by cybersecurity, and the ethical and legislative framework, with a
particular focus on Europe. The second part of the volume introduces a variety of
ethical questions raised in the context of cybersecurity. The contributions are mostly
structured along the major domains of interest that were investigated in the CANVAS
project: business/finance, the health system, and law enforcement/national security.
The last part of the volume is dedicated to recommendations in order to tackle some
of the ethical challenges of cybersecurity. Overall, given the broad scope of the top-
ics addressed in this book, it will not only be relevant for scholars focusing on phi-
losophy and the ethics of technology. Many practitioners in cybersecurity—providers
of security software, CERTs or Chief Security Officers in companies—are increas-
ingly aware of the ethical dimensions of their work. We therefore hope that the
practical focus of this book will also help those experts to not only gain awareness
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of the ethics of cybersecurity but also provide them with the concepts and tools to
tackle them.!

As cybersecurity is a quickly evolving domain, this book will not provide a com-
plete overview of all relevant topics. Emerging issues concern, for example, cyber-
currencies or the role of artificial intelligence (Al) in cybersecurity. The latter will
become important both as a tool to complement the toolset for defending against
attacks (e.g., for supervising large networks) as well as for more efficient attacks. Al
may also become a dangerous tool for very new kinds of attacks (e.g. for learning
instabilities in electronic stock markets and providing buy/sell ‘signals’ that destabi-
lise the stock market). Furthermore, ‘hacking’ Al systems—which in the future may
play important roles such as in autonomous driving—through compromised data may
also become an increasingly relevant issue for cybersecurity. In addition, as processes
and interactions in many social spheres increasingly rely on ICT systems, traditional
security issues interfere with cybersecurity issues in domains such as food-security or
migration and security. In this book, we only cover a few of these emerging issues,
such as the danger of ‘hacking democracy’ through ICT-mediated means such as deep
fakes and botnets (see Chaps. 11 and 12) and partly Al threads related to critical infra-
structure (Chap. 8). Others should become topics of a new book, perhaps with more
emphasis on autonomous decision-making systems and machine learning.

1.1 Explaining the Foundations

In the first chapter, Dominik Herrmann and Henning Pridohl provide a technical
introduction to the topic of this book. In this chapter, they review the fundamental
concepts of cybersecurity by explaining common threats to information and sys-
tems to illustrate how matters of security can be addressed with methods from risk
management. They also describe typical attack strategies and principles for defence.
They review cryptographic techniques, malware and two common weaknesses in
software: buffer overflows and SQL injections. This is followed by selected topics
from network security, namely reconnaissance, firewalls, Denial of Service attacks
and Network Intrusion Detection Systems. Finally, they review techniques for con-
tinuous testing, stressing the need for a free distribution of dual-use tools.

Ibo van de Poel then provides an introduction into the core values and value con-
flicts in cybersecurity. He does so by distinguishing four important value clusters that
should be considered by deciding about cybersecurity measures: security, privacy,
fairness and accountability. Each cluster consists of a range of further values that
may be seen as articulating specific moral reasons relevant in devising cybersecurity
measures. Following this introduction, potential value conflicts and value tensions
are discussed as well as possible methods for dealing with these conflicts.

The next chapter by Michele Loi and Markus Christen provides an in-depth dis-
cussion of ethical frameworks for cybersecurity. These include the principlist frame-

!'For doing this, the CANVAS project has also created a whole spectrum of practical tools such as
briefing material, a reference curriculum on the ethics of cybersecurity including teaching mate-
rial, and a Massive Open Online Course. This material is available on the CANVAS website www.
canvas-project.eu.
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work employed in the Menlo Report on cybersecurity research and the rights-based
principle that is influential in the law, in particular EU law. The authors show that
since the harms and benefits caused by cybersecurity operations and policies are of
a probabilistic nature, both approaches cannot avoid dealing with risk and probabil-
ity. Therefore, the ethics of risk is introduced in several variants as a necessary
complement to such approaches. They propose a revised version of this framework
for identifying and ethically assessing changes brought about by cybersecurity mea-
sures and policies, not only in relation to privacy but more generally to the key
expectations concerning human interactions within the practice.

Finally, Gloria Gonzdlez Fuster and Lina Jasmontaite introduce the legislative
framework for cybersecurity. The authors provide an overview of the current and
changing legal framework for regulating cybersecurity with a particular focus on the
new EU Data Protection Regulation. By invoking a historical perspective, the chapter
analyses the policy developments that have shaped the cybersecurity domain in the
EU. It reviews the mobilisation of multiple domains (such as the regulation of elec-
tronic communications, critical infrastructures and cybercrime) in the name of cyber-
security imperatives, and explores how their operationalisation surfaced in the EU
cybersecurity strategy. It highlights how the perception of cybersecurity’s relation
with (national) security play a determinant role in EU legislative and policy debates,
whereas fundamental rights considerations are only considered to a limited extent.

1.2 Outlining the Problems

The chapter by Gwenyth Morgan and Bert Gordijn provides a care-based stake-
holder approach to the ethics of cybersecurity in business. After sketching the main
ethical issues discussed in the academic literature, the chapter aims to identify some
important topics that have not yet received the attention they deserve. The chapter
then focuses on one of those topics, namely ransomware attacks, one of the most
prevalent cybersecurity threats to businesses today. Using Daniel Engster’s care-
based stakeholder approach, the responsibilities that businesses have to their stake-
holders are analysed—in particular with respect to patching identified vulnerabilities
and paying the ransom.

Karsten Weber and Nadine Kleine investigate in their chapter the specific ethical
issues of cybersecurity in health care. Using the approach of principlism, enhanced
with additional values, they demonstrate how value conflicts can emerge in that
domain and they provide possible solutions. With the help of implantable medical
devices and the electronic Health Card as case studies, they show that these conflicts
cannot be eliminated but must be reconsidered on a case-by-case basis.

The cybersecurity of critical infrastructures is analysed in the chapter of Eleonora
Vigano, Michele Loi and Emad Yaghmaei. They provide a political and philosophical
analysis of the values at stake in ensuring cybersecurity for national infrastructure.
Based on a review on the boundaries of national security and cybersecurity with a
focus on the ethics of surveillance for protecting critical infrastructure and the use
of Al they apply a bibliographic analysis of the literature until 2016 to identify and
discuss the cybersecurity value conflicts and ethical issues in national security. This
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is integrated with an analysis of the most recent literature on cyber-threats to
national infrastructure and the role of Al. They show that the increased connected-
ness of digital and non-digital infrastructure enhances the trade-offs between values
identified in the literature of the past years.

In the next chapter David-Olivier Jaquet-Chiffelle and Michele Loi discuss an
inherent ethical issue of cybersecurity: ethical and unethical hacking. They provide
a conceptual analysis of ethical hacking, including its history, in order to provide a
systematic classification of hacking. They conclude by suggesting a pragmatic best-
practice approach for characterising ethical hacking, which reaches beyond
business-friendly values and helps with taking decisions respectful of the hackers’
individual ethics in morally debatable, grey zones.

The interrelation of cybersecurity and the state is then investigated in the chapter
by Eva Schlehahn. The author provides an overview of state actor’s opinions and
strategies relating to cybersecurity matters, with a particular focus on the
EU. Furthermore, the role of the new European data protection framework is
addressed, while it is explained why data protection also has a close relationship to
cybersecurity matters. The main tensions and conflicts in relation to IT and cyber-
security are depicted, which evolve primarily around the frequently negative effect
on the rights of data subjects that IT and cybersecurity measures have. In particular,
the issue of governmental surveillance is addressed, with its implications for the
fundamental rights of European citizens.

Seumas Miller then approaches this political dimension by analysing the tricky
balance between freedom of communication and security in the cyber domain. The
author provides definitions of fake news, hate speech and propaganda, and shows
how these phenomena are corruptive for epistemic norms. He elaborates on the right
to freedom of communication and its relation both to censoring propaganda and to
the role of epistemic institutions, such as a free and independent press and universi-
ties. Finally, he discusses the general problem of countering political propaganda in
cyberspace.

The contribution of George Lucas goes in a similar direction, but he particularly
discusses the case that increasingly, state actors undermine cybersecurity, broadly
construed by both propaganda and other types of cyber operations. He presents the
current cyber domain as a Hobbesian state of nature, a domain of unrestricted con-
flict constituting a “war of all against all”. The fundamental ethical dilemma in
Hobbes’s original account of this ‘original situation’ was how to establish a more
stable political arrangement, comprising a rule of law under which the interests of
the various inhabitants in life, property and security would be more readily guaran-
teed. The author discusses how to achieve an acceptance of general norms of respon-
sible individual and state behaviour within the cyber domain, arising from experience
and consequent enlightened self-interest.

Finally, Reto Inversini proposes focusing on ‘cyberpeace’ as a guiding principle
in cybersecurity. He analyses elements of cyber conflicts and attacks, defines the
term cyber peace and identifies the components that make such a state possible. The
chapter closes with an assessment of the different roles and responsibilities of stake-
holders to reach and preserve a state of peace in the digital sphere.
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1.3 Presenting Recommendations

The first chapter of the final part is dedicated to technological means. Josep
Domingo-Ferrer and Alberto Blanco-Justicia review the entire spectrum of privacy-
enhancing techniques (PET). They first enumerate design strategies and then move
to privacy-enhancing techniques that directly address the hide strategy but also aid
in implementing the separate, control and enforce strategies. Specifically, they con-
sider PETs for: (1) identification, authentication and anonymity; (2) private com-
munications; (3) privacy-preserving computations; (4) privacy in databases; and (5)
discrimination prevention in data mining.

The next chapter outlines some concrete best practices and recommendations for
cybersecurity service providers. Based on a brief outline of dilemma that cyberse-
curity service providers may experience in their daily operations, Alexey Kirichenko,
Markus Christen, Florian Grunow and Dominik Herrmann discuss data handling
policies and practices of cybersecurity vendors along the following five topics: cus-
tomer data handling, information about breaches, threat intelligence, vulnerability-
related information and data involved when collaborating with peers, CERTs,
cybersecurity research groups, etc. They also include a discussion of specific issues
of penetration testing such as customer recruitment and execution as well as the
supervision and governance of penetration testing. The chapter closes with some
general recommendations regarding improving the ethical decision-making proce-
dures of private cybersecurity service providers.

Salome Stevens then analyses a highly debated strategy of businesses to counter-
act cyber threats: hacking back. Several security experts call for a more active
cyber-defence of companies, including offensive actions in cyberspace taken with
defensive purposes in mind. The lack of legal regulations, however, raises insecuri-
ties over the legal scope of action of private companies. The authors investigate
questions such as: When is a private company allowed to act? When by such an act
could it itself be implicated into committing illegal actions? The chapter concludes
by giving recommendations for companies on how to define ethical cyber-defence
within their security strategy.

How the awareness for cybersecurity can be enhanced in health care is then dis-
cussed by David Koeppe. Given that the medical domain is characterised by special
processing situations and, in particular, by the very high protection requirements of
data and processes, cybersecurity is a must and requires the setup of proper informa-
tion security management systems. The authors discuss the key requirements of
such management systems—also given the requirements of the new EU data protec-
tion regulation.

Finally, Paul Meyer discusses norms of responsible state behaviour in cyber-
space. The chapter sketches the increasing ‘militarisation’ of cyberspace as well as
the diplomatic efforts undertaken to provide this unique environment with some
‘rules of the road’. The primary mechanism for discussing possible norms of respon-
sible state behaviour has been a series of UN Groups of Governmental Experts
which have produced three consensus reports over the last decade. The author calls
for renewed efforts to promote responsible state behaviour that will require greater
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engagement on the part of the private sector and civil society, both of which have a
huge stake in sustaining cyber peace.

In conclusion, it is our sincere hope that this book enables the reader to gain a
broad understanding of the various ethical issues associated with cybersecurity. We
close by expressing our gratitude to the two anonymous reviewers of this manuscript,
who provided helpful comments, and to Edward Crocker, proof reader of Cambridge
Proofreading & Editing LLC. This book has been supported by the European Union’s
Horizon 2020 research and innovation programme under grant agreement No 700540
and the Swiss State Secretariat for Education, Research and Innovation (SERI) under
contract number 16.0052-1. We are thankful to our funding institutions.
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Chapter 2
Basic Concepts and Models
of Cybersecurity

Dominik Herrmann and Henning Pridohl

Abstract This introductory chapter reviews the fundamental concepts of cyberse-
curity. It begins with common threats to information and systems to illustrate how
matters of security can be addressed with methods from risk management. In the
following, typical attack strategies and principles for defence are reviewed, fol-
lowed by cryptographic techniques, malware and two common weaknesses in soft-
ware: buffer overflows and SQL injections. Subsequently, selected topics from
network security, namely reconnaissance, firewalls, Denial of Service attacks, and
Network Intrusion Detection Systems, are analysed. Finally, the chapter reviews
techniques for continuous testing, stressing the need for a free distribution of dual-
use tools. Although introductory in nature, this chapter already addresses a number
of ethical issues. For instance, well-intended security mechanisms may have unde-
sired side effects such as leaking sensitive information to attackers. As asymmetries
and externalities are at the core of many security problems, devising effective secu-
rity solutions that are adopted in practice is a challenge.

Keywords Advanced persistent threat - Availability - Black hats - Certificates -
Confidentiality - Cryptography - Integrity - Malware - Supply-chain attack -
Vulnerabilities - White hats

2.1 Introduction

Honesty was never a given in human history. In the physical world, we can rely on
decades of experience to defend against malicious actors. We have devised sophis-
ticated laws that govern what is acceptable and what is illegal. In addition, we have
a number of technical means at our disposal to secure our property and our secrets.
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However, we are still in the process of learning how to secure cyberspace.
Cyberspace has become the handle of choice to refer to the virtual world created by
networked computer systems that affect large parts of our lives; securing it is chal-
lenging. According to Bruce Schneier “complexity is the enemy of security” (Chan
2012). There are not only more devices hooked up to the Internet, but also more
manufacturers building them, which increases both the size and diversity of the
systems forming the cyberspace and thus the probability of failures.

Moreover, cybersecurity is subject to significant asymmetries. Attackers can
choose from a large variety of approaches, while defenders have to pay attention to
every detail and be prepared for anything at any time. Therefore, successful attacks
are not necessarily the result of negligence. Sometimes security controls are in place
but are not used properly, for instance, because they conflict with the needs of users.
Given these difficulties, there is now much interest in reactive security, which
embraces the insight that we cannot prevent all attacks.

In this chapter, we introduce the basic concepts of cybersecurity. We start by defin-
ing common threats in Sect. 2.2 and reviewing typical attack and defence techniques
in Sect. 2.3. Subsequently, we present security fundamentals in various domains,
namely cryptography for data security in Sect. 2.4, malware in Sect. 2.5, software
security in Sect. 2.6 and network security in Sect. 2.7. Finally, we stress the impor-
tance of continuous testing in Sect. 2.8 before we conclude the chapter in Sect. 2.9.

2.2 Threats

Before we can discuss attacks and defences in cyberspace, we must clarify what is
at stake. In the following, we review the fundamental protection goals that help us
gain a comprehensive picture of all aspects of security.

Before the term ‘cybersecurity’ became fashionable, discussions focused on
computer security. The goal of computer security is to protect assets. Valuable assets
can be hardware (e.g. computers and smartphones), software and data. These assets
are subject to threats that may result in loss or harm.

Computer security consists of information security and systems security. It is
instructive to consider the foundations of these two fields, which laid the ground for
cybersecurity. Information security is concerned with the protection of data (poten-
tially processed by computers) and any information derived from its interpretation.
In systems security, we aim to ensure that (computer) systems operate as designed;
i.e. attackers cannot tamper with them.
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2.2.1 Information Security

We begin our discussion of threats with information security. There are three protec-
tion goals in information security: confidentiality, integrity and availability
(Anderson 1972; Voydock and Kent 1983), commonly referred to as the ‘CIA triad’
(the origin of this abbreviation is unknown). Security measures have the purpose of
addressing one or more of these objectives, as follows:

— Confidentiality: prevent unauthorised information gain.
— Integrity: prevent or detect unauthorised modification of data.
— Availability: prevent unauthorised deletion or disruption.

These protection goals apply both to data at rest, i.e. stored on a computer or on
paper, and to data in transit, i.e. when data is sent over a network. The definitions
refer to ‘unauthorised’ activities, which implies that there is an understanding about
which actors are supposed to be allowed to interact with the data.

In some scenarios, there is only one authorised actor. An example in the context
of the protection goal confidentiality is a smartphone or a computer with encrypted
storage (sometimes called ‘full-disk encryption’). In this case, only the owner of the
device is authorised. An example for the goal availability is to backup data so that it
remains accessible when a machine fails.

Most of the time, there are several authorised actors; often there are precisely
two. For instance, the protection goal confidentiality may be relevant when a sender
sends an e-mail to a particular recipient. Confidentiality is also essential during
online banking. Here, we also want integrity protection for the exchanged messages
to avoid transactions being modified.

The three fundamental protection goals of confidentiality, integrity and avail-
ability refer to the content. Besides content, we may also be concerned with the
identity of other actors. For instance, we would like to know when the sender of an
e-mail message has been forged. The protection goal authenticity prevents actors
from impersonating someone else, usually by providing others with a means to
verify a claimed identity. A related and even stronger protection goal is non-
repudiation, which prevents actors from denying that they carried out a particular
act, for instance, sending a message. Authenticity and non-repudiation are neces-
sary to hold actors accountable (Gollmann 2011: 38).

2.2.2 Systems Security

How should we design systems so that they provide security for data stored on
them? This question is at the centre of systems security. Consequently, the protec-
tion goals that are pursued in systems security are the same ones as in information
security.
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Often there are multiple ways to achieve the desired goal. For instance, confiden-
tiality can be achieved by encrypting data or by a combination of authentication
(e.g. by requiring users to enter a password) and access control (rules that govern
which user is allowed to access which particular files). Designing systems that use
a suitable combination of security measures is a non-trivial task.

However, systems security is not limited to achieving information security. Some
systems hold no particularly interesting data at all. However, we rely on them and
their functionality, i.e. the proper flow of a process. For instance, if an authentica-
tion system component of an operating system contains a bug, attackers may be able
to shut it down (preventing authorised users from controlling the server) or bypass
it (allowing unauthorised users to control the server). Integrity and availability are
common protection goals in systems security. Keeping a particular procedure confi-
dential may be a goal to secure intellectual property. However, it is considered bad
practice to hide how a system works for reasons of security (cf. Sect. 2.3.2).

Of particular interest in systems security are so-called cyber-physical systems
that affect the real world, such as traffic lights, autopilots, industrial robots, and
control systems for chemical processes or power plants. Some of these systems are
considered critical infrastructures; i.e. failures may have a significant impact on
society. Policy makers are concerned that future wars might be fought by attacking
critical infrastructures to cause chaos—without having to use physical force
(Wheeler 2018). Well-known attacks on cyber-physical systems include the Stuxnet
malware, which was used to sabotage an Iranian uranium enrichment facility at
Natanz in 2010 (Langner 2013) and an attack on a Ukrainian power plant in 2015
(Zetter 2016).

2.2.3 Security Versus Safety

The cybersecurity community differentiates between security and safety (cf.
Fig. 2.1). Harm can be caused by humans or by nonhuman events (Pfleeger et al.
2015). Examples of nonhuman events are natural disasters such as earthquakes,
fires, floods, loss of electrical power, faults of hard disks and so on. Human threats
are either benign or malicious. Benign threats are the result of accidents and inad-
vertent human errors such as mistyping a command, whereas malicious acts result
from bad intentions.

Ensuring that a system remains operational during natural disasters and when
faced with human errors (i.e. benign threats) is a matter of safety. Safety is crucial
in cyber-physical systems, where the failure of a system may harm humans. Safety
has a long tradition in engineering, for instance, in cars and airplanes that contain
many critical systems designed for maximum dependability.

In contrast, matters of security focus on malicious acts of humans, which are
called attacks. There are random attacks and directed attacks. In random attacks,
attackers do not care who they attack as long as there is something to gain from the
victim (cf. pickpockets in the physical world). In the electronic domain, phishing
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Fig. 2.1 Safety versus security

scams are a well-known example. In contrast, targeted attacks are directed at a par-
ticular victim. Targeted attacks are more difficult to defend against than random
attacks because attackers act strategically, i.e. they may dynamically change their
course of actions in response to security measures.

2.2.4 Security as Risk Management

Building software and hardware are complex and error-prone tasks. On average,
every 1000 lines of code contain three to 20 bugs, and even a thorough code review
reduces this number only by one order of magnitude (McConnell 2004). There are
various ways in which these bugs can affect the security of a system. The ‘Common
Weakness Enumeration’ (https://cwe.mitre.org) is a community-developed list of
weaknesses. Weaknesses are generic types of mistakes that occur frequently. We
discuss two common weaknesses in more detail later on, namely buffer overflows
(see Sect. 2.6.1) and SQL injections (see Sect. 2.6.2).

A concrete realisation of a weakness in a particular product is called a vulnera-
bility. A vulnerability is “a flaw or weakness in a system’s design, implementation,
or operation and management that could be exploited to violate the system’s secu-
rity policy” (Shirey 2007). Vulnerabilities in widely deployed products are assigned
a unique identifier and archived in the ‘Common Vulnerabilities and Exposures’
(https://cve.mitre.org), which contained more than 115,000 entries in June 2019.

An attack on a system is possible if a system is exposed to an attacker and if it
contains weaknesses that can be exploited. Unreachable systems cannot be attacked,
and the mere presence of, e.g. a buffer overflow in a program, does not necessarily
mean that it is exploitable. Furthermore, the fact that a system exposes an exploitable
vulnerability does not mean that an attack is inevitable. The notion of risk captures
this uncertainty. The severity of a risk is the product of the impact of an attack on an
asset (typically concerning monetary loss) and the likelihood that the attack takes
place. The likelihood of an attack depends on exposure and exploitability but also on
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the question of whether the attack has the desired impact to reach the goal of an
adversary. In practice, it is difficult to predict impact and likelihood accurately.
Figure 2.2 illustrates the relationship between risk and vulnerabilities.

There are various ways to handle risks (Shostack 2014). Firstly, risks can be
avoided, e.g. by refraining from implementing a feature. Secondly, risks can also be
mitigated, e.g. by implementing security controls (also called countermeasures) that
decrease the likelihood and impact of a risk. Thirdly, risks can be transferred, e.g.
by buying insurance that covers potential losses. Fourthly, risks can be accepted, i.e.
by deciding to cover the costs of an attack. Acceptance may make sense for risks
that are very unlikely.

In practice, system designers often try to transfer risks to the users of a system,
creating a so-called negative externality. Transferring risks is feasible because of an
asymmetric power ratio between system designers and users. This situation is prob-
lematic because operators of a system may have less incentive to take security seri-
ously when the impact of attacks does not affect them but someone else.

2.3 Approaches for Attack and Defence

For an attack to succeed, an attacker needs a working method, an opportunity to
attack and a motive (Pfleeger et al. 2015). It is therefore instructive to survey differ-
ent types of attackers and attack techniques.
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2.3.1 Attackers and Their Motives

What kind of attackers exist and what are their motives? In most cases, the same as
in the physical world. For instance, corporate spies carry out cyber-attacks on organ-
isations to obtain trade secrets. There are also cyber criminals, individuals or groups
that seek financial gain. One of their methods of operation is holding their victims to
ransom, either by installing ransomware on their machines, by threatening to release
sensitive information, or by threatening to carry out a Denial of Service attack (cf.
Sect. 2.7.3). The most advanced attackers are nation states that, for example, aim to
influence politics in a counterpart or extend their power. Nation states can conduct
very sophisticated attacks that require many financial resources. Many attacks by
nation states reach the level of an advanced persistent threat (APT), i.e. an attack
that involves advanced techniques that allow an attacker to covertly compromise and
potentially even control the systems of a victim for long periods of time.

Besides these ‘professional’ attackers, there are also hobbyists. The term ‘script
kiddies’ refers to unskilled attackers that are only able to use ready-to-run tools for
their attacks (see also Chap. 9). Moreover, there are hacktivists that perform attacks
to further a cause and create publicity, e.g. free speech and anti-surveillance. Finally,
there are rogue hackers that mostly attack systems out of curiosity. There are also
hackers that attack for personal gain. They make fun of their victims by defacing
their websites, brag about their abilities in their community and may even sell off
sensitive data on the black market.

The term ‘black hats’ is used for attackers with malicious motives. In contrast,
‘white-hat hackers’ are interested in improving overall security. They report all dis-
covered vulnerabilities to the respective system operators.

Many efforts aim to keep attackers ‘out’. This practice neglects insiders that have
much better opportunities to attack than outsiders do. Insiders may be disloyal
employees (users or operators) in a particular organisation. A comprehensive view
of insiders should also include all employees that work at vendors, i.e. suppliers that
provide tools used within an organisation. There have been several attempts to
attack high-profile targets by infecting their vendors with malware. This approach,
which is called a supply-chain attack, is quite powerful and difficult to detect
(Korolov 2018).

2.3.2 Defences

Most defences focus on proactive security. However, this is not sufficient because it
is impossible to prevent all attacks with absolute certainty. Proactive techniques are
therefore combined with reactive techniques to handle the residual risk. In total,
there are six approaches to secure a system (Pfleeger et al. 2015: Section 2.1.5). We
begin by describing the three proactive approaches.
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Preventive controls ensure that an attack against a target is not possible or not
successful, e.g. by controlling exposure (e.g. by a firewall) or exploitability (e.g.
by fixing a buffer overflow vulnerability).

Deterrence merely increases the effort for an adversary, aiming to make the tar-
get unattractive. An example of a deterrence control is two-factor authentication,
which requires additional proofs of identity (e.g. possession of a particular
smartphone) besides knowing the correct password. Determined adversaries may
still succeed if they can get access to the second authentication factor.

In deflection, the goal of the defender is to redirect the efforts of an adversary to
another target. Deflection can be achieved, for instance, by deploying honeypots
within an organisation (Spitzner 2002). A honeypot is a non-production system
that is intentionally set up to fool attackers. Adversaries cannot easily distinguish
honeypots from production systems, and they are configured to look like attrac-
tive targets.

The next three approaches provide reactive security:

Detection controls can focus either on real-time notifications or on documenta-
tion. Intrusion Detection Systems such as Snort (https://www.snort.org) can alert
operators about suspicious network traffic in real time so that system administra-
tors can thwart an ongoing attack. In contrast, logging solutions collect evidence
that may become useful during a so-called ‘post-mortem analysis’ of a security
incident. Logs may contain network traffic (often stored in the so-called NetFlow
format that includes metadata but not the content of communication), user inter-
actions, executed programs, modified files, and any other pieces of information
that may be useful to track down the perpetrators (‘attribution’). Post-mortem
analysis may also be capable of figuring out the extent of the attack, i.e. what
files and systems have been compromised.

Mitigation controls reduce the impact of an attack. A frequently deployed miti-
gation control is network segmentation, which prevents machines located in dif-
ferent parts of a corporate network from communicating with each other. Thus,
an adversary who has compromised the workstation of an employee in the human
resources department cannot steal blueprints that are only accessible by mem-
bers of the research department.

Recovery controls help to revert the effects of an attack as fast as possible and to
resume normal operation. Recovery measures include off-site backups as well as
emergency playbooks that offer guidance during a crisis.

Typically, organisations will combine various techniques from the six categories.

Ideally, they prevent the majority of the attempted attacks. The remaining attacks
will then hopefully be detected and handled with reactive security techniques.

Saltzer and Schroeder (1975) have devised generic Security Design Principles

for building secure systems. Over time, the principles have been refined (Smith
2012). We summarise them in the following:

Continuous improvement. Security is a process and operators have to make
changes to keep it secure on a continuous basis.
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— Least privilege. Users and components should not have more access rights than
necessary to carry out their tasks.

— Defence in depth. A single security mechanism should not be relied upon.
Instead, multiple mechanisms should be used simultaneously, increasing the
effort for adversaries.

— Open design. Mechanisms should not rely on the fact that adversaries do not
know their design (no ‘security by obscurity’).

— Chain of control. Only trustworthy software should be executed whenever pos-
sible and non-trustworthy components should be restricted.

— Deny by default. Unless explicitly specified, no access should be granted.

— Transitive trust. If A trusts B and B trusts C, then A may also trust C.

— Trust but verify. Even if a component is trustworthy, its identity must be
verified.

— Separation of duty. Critical tasks should be split up and delegated to separate
components or individuals.

— The principle of least astonishment. Good usability of security mechanisms is
essential; mechanisms should be comprehensible and consequences should be
Intuitive.

2.3.3 Stages of an Intrusion

We now consider a typical workflow during an attack by discussing the Cyber Kill
Chain, a popular framework proposed by Lockheed Martin (Hutchins et al. 2011).
It separates the actions of attackers that attempt to ‘hack’ into a secured network:

1. Reconnaissance: Research, identification and selection of targets, e.g. by crawl-
ing websites for e-mail addresses, social relationships, or information on specific
technologies in use by the target.

2. Weaponisation: Coupling a remote access Trojan with an exploit into a deliver-
able payload. Typically, client application data files such as the Portable
Document Format (PDF) or Microsoft Office documents serve as the weap-
onised deliverable.

3. Delivery: Transmission of the weapon to the targeted environment. Prevalent
delivery vectors for weaponised payloads are e-mail attachments, websites and
removable media such as USB sticks.

4. Exploitation: After the weapon is delivered to the target host, the malicious code
of the attacker is triggered, either by exploiting an application or operating sys-
tem vulnerability (such as a buffer overflow), by convincing users to click on an
e-mail attachment or by leveraging operating system features that execute code
automatically (e.g. ‘autorun.inf” in Windows).

5. Installation: Installation of a remote access tool on the target system, which
allows the adversary to maintain persistence inside the environment.
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6. Command and Control (C&C): Typically, compromised hosts connect outbound
to a controller server on the Internet. Once the C&C channel is established,
intruders have ‘hands on the keyboard’ access inside the target environment.

7. Actions: After progressing through the first six phases, intruders can take actions
to achieve their original objectives, e.g. data exfiltration, which involves collect-
ing and extracting information from the victim environment.

The Cyber Kill Chain has been adopted by many practitioners to reason about secu-
rity architectures. However, this framework is also subject to criticism (Engel 2014;
Sheridan 2018). The Cyber Kill Chain has been proposed at a time when security
focused on prevention. Reactive security measures were mostly non-existent at that
time. Once attackers had breached the firewall, they could often move around the
network without much restriction. Nowadays, many networks implement the prin-
ciples of least privilege, separation of duties, and defence in depth. As a result, lat-
eral movement becomes noisier, which gives defenders more chances to detect
attackers.

Moreover, the Cyber Kill Chain focuses on attacks that involve running malware
(cf. Sect. 2.5) on the machines of users that work inside the infrastructure of a vic-
tim. Not all attacks require all the steps mentioned above. For instance, sensitive
data stored on an improperly secured web server may be exfiltrated with a single
request exploiting an SQL injection vulnerability (cf. Sect. 2.6.2).

2.4 Threats and Solutions in Data Security

Storing and transmitting data is at the core of many computing tasks. Adversaries
may interfere either with ‘data at rest’ (stored on a system) or ‘data in transit’. In this
section, we review common attacks on data and introduce the concepts of crypto-
graphic countermeasures. Our discussion focuses on data in transit, using a simplis-
tic model that consists of a sender and a recipient of messages.

2.4.1 Unauthorised Disclosure of Information

We begin with attacks on confidentiality, which means we consider adversaries that
are interested in learning secrets. Obtaining data at rest, e.g. on the system of the
sender or the receiver, will generally require attackers to intrude into a system (cf.
Sect. 2.3.3). In contrast, data in transit can be obtained more stealthily by eaves-
dropping on the transmission. Eavesdropping is possible in many distributed sys-
tems that consist of multiple components, which communicate over public networks.
Attackers that control intermediary systems (such as routers or Wi-Fi access points)
that are used to forward traffic between sender and receiver have access to all
exchanged messages. Eavesdropping is also possible in case of wireless
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communication if the attacker is close enough to the communicating parties.
Eavesdroppers are said to be passive attackers because they do not interfere with
transmissions.

The standard countermeasure to prevent attacks on confidentiality is to encrypt
data. A prerequisite for encrypted communication is for the sender and recipient to
establish a cryptographic key, often just a sufficiently large number of random bits.
In the case of symmetric cryptography, sender and receiver use the same key. The
key has to be exchanged ‘out of band’, i.e. over a channel that is not under the con-
trol of the considered adversaries.

The sender feeds a message together with the key to an encryption function,
obtaining the encrypted text (ciphertext) of the message. The recipient decrypts the
ciphertext by supplying it along with the same key to the decryption function. An
eavesdropper would have to guess the key by attempting all possible combinations.
For a popular key size such as 256 bits, this would require 22°¢ ~ 107" trials. Equipped
with one million computers, each of which being capable of trying out one billion
keys per second, an adversary would still need more than 1054 years on average to
complete such a task.

Note that encryption is typically only applied to the content of messages, i.e. the
identities of sender and recipient are transmitted in the clear. Routers need these
addresses to forward a message towards its destination. This fact allows eavesdrop-
pers to perform traffic analysis attacks: Adversaries still learn who communicates
with whom, at what time, and how often. Traffic analysis attempts can be made
more difficult by using multiple layers of encryption and forwarding messages over
additional nodes to obfuscate their route. The Tor network (http://torproject.org) is
a practical system that uses these techniques.

2.4.2 Unauthorised Modification and Fabrication

In the following, we discuss attacks on integrity by active attackers. Common objec-
tives include modifying messages exchanged between the sender and recipient or
sending faked messages to the recipient.

For technical reasons not elaborated here, merely using encryption is not suffi-
cient to prevent modification of the underlying plaintext. Therefore, even encrypted
messages need additional integrity protection. A basic integrity protection technique
works as follows: the sender supplies the message (its content and possibly also the
sender and receiver addresses) along with a cryptographic key (which has to be
exchanged out of band, like before) into a function that generates a message authen-
tication code (MAC). The MAC is sent to the recipient together with the message.
The recipient feeds the message, the key, and the MAC to a verification function that
checks whether the MAC fits the message. As adversaries do not have access to the
key, they cannot generate a correct MAC after they have modified a message. This
technique cannot prevent modifications; however, it allows the recipient to detect
whether any tampering has taken place.
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If there is an agreement between sender and recipient that all messages are going
to contain a MAC, attackers cannot create fake messages on their own. However,
attackers can intercept a message of another user and send them to the designated
recipient once again. Such a replay attack is useful for messages that instruct the
recipient to perform a particular action, for instance, to unlock a door or to reset the
password of an account. Replay attacks can be detected by the recipient as follows:
sender and receiver agree that the sender adds a counter value to each message,
which is supposed to be incremented with every message. Replays can then be
detected because their counter value is smaller than a previously seen value or equal
to the last seen one. The attacker cannot manipulate the counter value as it is also
protected by the MAC.

Nevertheless, even replay detection is not sufficient in all cases. Consider the
example of modern cars with a ‘smart’ entry system. Whenever the key is close to
the car, the doors will automatically unlock if you attempt to open them. Car thieves
have found a cheap technique to exploit this comfortable feature by working in
teams (Greenberg 2017). The first perpetrator either gets close to the victim (in a
coffee shop queue) or to the key (which may sit on a cupboard right behind the front
door at home), carrying an antenna working on the same frequency as the smart key.
The antenna is connected to a wireless transmitter with an extended range. The
second perpetrator walks up to the car with the same equipment. This setup allows
the thieves to carry out a relay attack, which makes the car believe that its key is
close. Many modern cars have been shown to be vulnerable to relay attacks
(Francillon et al. 2011). In principle, cars could be programmed to detect relay
attacks, for instance, by measuring the delays between messages. Until manufactur-
ers have upgraded security, consumers have to take care of themselves, e.g. by
shielding the key or removing its battery.

2.4.3 The Benefits of Asymmetric Cryptography

Up to now, we have discussed what is called symmetric encryption and symmetric
authentication—an approach that has several weaknesses. Firstly, these approaches
require that each pair of senders and receivers that wants to communicate with each
other have exchanged a secret key out of band. For n participants 0.5 - n (n—1) keys
have to be exchanged, i.e. in a system comprised of 20 components there would be
190 different keys. Thus, the symmetric approach scales poorly.

Secondly, sender and receiver have to store identical keys on their devices. This
design increases the risk of key compromise because the adversary can obtain the
keys either from the sender’s or the receiver’s device.

Thirdly, there are applications where symmetric message authentication is not
sufficient. Consider a message containing the statement “I, Bob Miller, owe 100
Euros to Laura Fisher.” Assume that Laura receives a letter with this statement in her
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mailbox, however without any further indication of the sender. If the letter also
contains a MAC and Laura can verify the MAC with the key she has exchanged with
Bob, then Laura can be confident that it was indeed Bob who sent the letter. She has
confirmed the authenticity of Bob’s identity. However, let us assume that Bob later
denies that he wrote the message. In that case Laura will not be able to convince a
court that the MAC proves that Bob Miller wrote this message—after all, the key
used for the MAC is not only known to Bob but also to her, i.e. she could have
forged that message herself.

Asymmetric cryptography (also called public-key cryptography) allows us to
overcome these limitations. In contrast to the symmetric approach, every entity
(user or component) creates a key pair, which consists of a public key and a private
key. The public key is shared with everyone else, and the private key is kept a secret.

Senders have to obtain the public key of the recipients with whom they want to
communicate. As with symmetric cryptography, the key exchange is a sensitive
matter. In particular, integrity protection is required, i.e. all parties must be certain
that they obtained the authentic public keys. Without integrity protection, an adver-
sary could interfere with the initial transmission of the public key. This would allow
the adversary to forward the public key of a self-generated key pair to other parties.
As a result, the adversary would become a so-called man in the middle (MitM).
MitM attackers can impersonate communication parties and decrypt messages des-
ignated for them. After decryption with the adversarial key, a MitM can encrypt the
message with the public key of the designated recipient and forward the message
towards the recipient, which makes it impossible for the recipient to detect that any
kind of eavesdropping or manipulation has taken place. Although the concept of
MitM attacks is considered basic knowledge, MitM attacks keep taking place in
practice (cf., e.g. Cimpanu 2018; Seals 2018; Walker 2018).

Once senders have obtained a public key of their communication partner, they
can create an encrypted message by feeding the message and the public key into an
encryption function to obtain the ciphertext. The recipient can then retrieve the
plaintext of the message by feeding the ciphertext and the corresponding private key
to a decryption function.

Message authentication works similarly. A sender signs a message by feeding it
together with the sender’s private key into a signing function. Everyone who is in
possession of the public key of the sender can then verify the message. The verifica-
tion function consumes a message, the public key of the purported sender, and the
signature. If verification succeeds, this means that the message has not been tam-
pered with (integrity) and that the signature was genuinely generated by the private
key that belongs to the public key used during verification (non-repudiation).

Asymmetric cryptography is in widespread use today. Most prominently, it is
used to secure e-mails with the S/MIME and OpenPGP message formats. It also
plays a vital role in securing the World Wide Web, which we discuss in the next
section.
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2.4.4 Case Study: Secure HTTP

Browsers typically communicate with web servers via HTTP (Hypertext Transfer
Protocol), which is specified (among others) in RFC 7230 (Fielding and Reschke
2014). Today, many web servers respond by redirecting the browser to an HTTPS
URL, which ensures that the connection between browser and server is protected
against eavesdropping and tampering. Furthermore, HTTPS prevents adversaries on
the network from impersonating a web server (which would allow adversaries,
among others, to steal log-in credentials that are entered on web sites hosted there).

The security mechanisms of HTTPS are implemented with the Transport Layer
Security (TLS) protocol. The most recent version, TLS 1.3, is specified in RFC
8446 (Rescorla 2018). This means that web servers are equipped with key pairs,
which are associated with one or more domain names (e.g. www.uni-bamberg.de).
The asymmetric key pair of a web server is not used to encrypt the actual data. The
reason for this design is to provide a property known as forward secrecy: Even
attackers that obtain the private key of a web server in the future shall not be able to
learn the contents of a communication that has been observed (and stored) in the
past. Therefore, the asymmetric key pair is only used to establish ephemeral sym-
metric session keys, which are then used to encrypt and authenticate the requests of
the browser and the responses of the server.

In principle, this key establishment takes place for every new connection. This
design, however, opens up a possibility for MitM attacks that aim to impersonate the
destination web server. To prevent any tampering with the messages in the key
establishment phase, the web server signs some of the messages with its private key.
The browser can verify their integrity and authenticity with the public key of the
web server. However, typically the client will not know the public key of the web
server. This problem is tackled by making web servers send their public key to the
client during the key establishment. However, without additional safeguards, this
approach would allow MitM attackers to impersonate a web server by injecting
their own key into the communication. This problem is overcome by introducing
so-called certificates. Instead of sending the raw public key, a web server sends a
certificate, which contains its public key, the domain names for which this certifi-
cate is valid, and a digital signature of a so-called Certification Authority (CA). CAs
are organisations that issue certificates. A certificate is only issued to web server
operators that can prove ownership of the domains to be included in the certificate.
This approach prevents MitM attackers from forging certificates on the fly.

To verify the certificate presented by a web server, the browser needs the public
key of the CA that issued that certificate. Browsers are equipped with the public
keys of a number of large CAs by default (root certificates). If a web site uses a
certificate from a different CA, the web server will include the certified public key
of one or more intermediate CAs so that the browser can follow the chain of trust
until one of the trusted root certificates is reached.

It is insightful to review different attacks against HTTPS. The objective of the
adversary is either to eavesdrop on data in transit or to impersonate a particular web
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server while users attempt to connect to it, with the ultimate goal of learning sensi-
tive pieces of information such as the passwords of users. We review two well-
known attacks in the following.

The first attack, ssistrip, was presented by Marlinspike (2011). This attack can be
conducted by adversaries that control routers, for instance, a Wi-Fi access point that
is being used by a victim to connect to the Internet. Whenever the victim visits a
website via HTTP, sslstrip watches the (unencrypted) HTTP response for attempts
by the web server to redirect the user’s browser to the secure HTTPS version. In this
case, sslstrip removes the redirection from the HTTP response. As a result, the
user’s browser will never learn that the web server intended to serve a secure ver-
sion. Many users will not notice the mishap and enter sensitive data. The adversary
can trivially eavesdrop on all communication before sslstrip forwards the traffic to
the web server (of course, encrypted with HTTPS, as requested by the server).

Universally preventing sslstrip attacks is not trivial because of the conservative
architecture of the World Wide Web: It relies on HTTP for initial contact. As a first
step, the Electronic Frontier Foundation (EFF) has released the browser extension
HTTPS Everywhere that replaces all HTTP connection attempts with HTTPS for a
list of websites known to support HTTPS (Electronic Frontier Foundation 2018). A
more generic approach envisions that web servers indicate that they support HTTPS
by adding a ‘Strict Transport Security’ header to their responses (Hodges et al.
2012). The information that a web server supports HTTPS is then cached by brows-
ers for a defined amount of time, which prevents sslstrip attempts after the initial
connection. The initial connection remains vulnerable as it still relies on HTTP.

The second attack on HTTPS connections exploits the fact that every CA in the
root certificate store can be used to issue a certificate for any domain name and that
all major browsers will trust those certificates. Given that browsers trust several hun-
dreds of CAs, there is a substantial risk that one of them will be compromised. Several
CAs have been hacked in the past, resulting in the issuance of rogue certificates.
Well-known cases are the CAs TiirkTrust, Comodo, and DigiNotar (Laurie 2014).

In the past, users could not make out rogue certificates and there was no afford-
able way for most site owners to detect that another CA has issued a certificate for
their domain.

A promising approach to detect rogue certificates is the Certificate Transparency
initiative, which requires all CAs to add every issued certificate into one of several
publicly verifiable append-only log files (Laurie et al. 2013). These log files are
implemented in a tamper-proof fashion so that CAs cannot retroactively lie about a
certificate they have issued. Browsers will only accept certificates from CAs that
participate in this programme, which serves as a strong incentive for CAs to partici-
pate. Site owners can run monitors that continuously check whether certificates for
their domains have been issued by rogue CAs, which minimises the amount of time
such certificates can be used for malicious purposes. However, the deployment of
Certificate Transparency comes with a catch, as we discuss in Sect. 2.7.1.
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2.5 Malware Threats and Solutions

Malicious software, malware for short, is a significant threat to information and
systems security. Malware is “a program that is inserted into a system, usually
covertly, with the intent of compromising the confidentiality, integrity, or availabil-
ity of a victim’s data, applications, or operating system or otherwise annoying or
disrupting the victim” (Souppaya and Scarfone 2013). Following the approach of
Stallings and Brown (2014), we discuss propagation methods and payloads. After
that, we consider countermeasures.

2.5.1 Propagation and Delivery

Some malware is designed to spread on its own. A well-known example is the SQL
Slammer worm that infected more than 75,000 hosts over the Internet in 2003
(Moore et al. 2003). SQL Slammer exploited a buffer overflow vulnerability (cf.
Sect. 2.6.1) in Microsoft’s SQL Server. The vulnerable systems were reachable
because the servers were not protected by a firewall (cf. Sect. 2.7.2).

Since then, the prevalence of firewalls has increased significantly. Therefore,
malware authors have to rely on the help of humans for delivery. There are still
some viruses around that infect files or file systems in the hope that users will
exchange these with others, e.g. via USB sticks. However, most malware is now
delivered via the Internet.

In the absence of vulnerabilities, the only way to infect a system consists in con-
vincing a user to execute the malware. A typical approach consists in attaching
malware to e-mails and tricking victims to execute it, exploiting their curiosity and
insufficient technical expertise. Such attacks employ the same techniques that are
also used for phishing. Sophisticated attackers use social engineering techniques to
improve their chances, in quite the same way as so-called spear-phishing attacks
target a particular person.

Another technique is called drive-by download. Here, users are tricked into visit-
ing a website that is controlled by an attacker. The website is crafted to exploit a
vulnerability (e.g. a buffer overflow, cf. Sect. 2.6.1) in the browser, ultimately forc-
ing the browser to execute the malicious payload of the attacker. A more sophisti-
cated variant of drive-by downloads are malvertising attacks (Nichols 2015). Here,
attackers insert their malicious code into ads that they place on popular websites,
which results in the infection of all visitors that have not patched their browser.

Adpversaries that have researched their targets very well may be able to carry out
a waterholing attack. A waterholing attack is possible if an adversary finds a way to
either compromise a website that is typically visited by a victim or a server that
hosts updates for software that is used by the victim. The attacker can then place the
malware on this website, waiting for the victim to download it. In 2017, a state-
sponsored waterholing attack was conducted by releasing a maliciously infected
update for the CCcleaner tool (Amir 2017).
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2.5.2 Payloads

Once a piece of malware is run on a target, it will execute its payload. The malware
will typically deceive the user about its purpose, for instance, by exposing some
benign functionality or an error. This kind of malware is called a Trojan horse.

In the past, the primary objective of malware was system corruption, by either
deleting all files on a machine or preventing it from booting its operating system.
Later on, malware authors discovered that they could exploit the fact that many
users do not have backups: so-called ransomware encrypts the files on a system and
demands the payment of a ransom in exchange for the decryption key and a tool that
recovers the data.

Other payloads include key loggers to exfiltrate account credentials as well as
remote control tools. Attackers that control a large number of systems can build up
botnets that perform orchestrated activities such as sending out large amounts of
spam e-mails or Distributed Denial of Service attacks (cf. Sect. 2.7.3).

2.5.3 Countermeasures

Baseline countermeasures against malware are the timely installation of security
patches and user awareness training. These countermeasures try to avoid automated
exploitation of known vulnerabilities and unintended execution of malware by naive
users. A typical—and if consequently followed also sensible—recommendation is
to scrutinise e-mails with attachments, refraining from opening suspicious ones.
However, it is difficult to spot a professionally executed spear-phishing attack.

Automated prevention of malware infections is the purpose of the so-called
‘anti-virus’ (AV) solutions. AV solutions monitor a system for suspicious activities
that are indicative of malware. In principle, there are two approaches to decide
whether a particular executable is malicious or not. The traditional method relies on
malware signatures that are continually updated by the vendor. The effectiveness of
signature-based AV tools is limited because they fail to detect slightly modified
malware samples. In addition, AV tools increasingly rely on static and dynamic
code analysis (heuristics). However, even this behaviour-based approach is not able
to detect malware with 100% accuracy. Moreover, it may result in many false alerts
(cf. Sect. 2.7.4).

Although widely deployed in organisations, some security practitioners are scep-
tical of AV tools. Firstly, professional attackers test their malware with a large num-
ber of AV tools, tweaking until it is not detected anymore. Secondly, some AV tools
have been shown to introduce additional vulnerabilities (Anthony 2017a). A par-
ticularly interesting case is Windows Defender, the default AV engine of Windows,
which scans all incoming e-mails for malware. Due to a vulnerability in Windows
Defender, attackers could send specially crafted e-mails to victims that contained
code that was automatically executed upon reception—even if the user never opened
the e-mail (Anthony 2017b).
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An alternative approach to AV solutions consists in executing suspicious files
within a sandbox. Sandboxes are isolated machines instrumented with extensive
monitoring capabilities. In contrast to behaviour-based AV tools, sandboxes do not
have to make a real-time decision. While promising, sandboxes are no silver bullet.
Malware authors have adapted to this new countermeasure; for instance, by delay-
ing the execution of the payload until the timeout of the sandbox analysis has
expired.

In some cases, it may be tempting to use active defence in order to defeat mal-
ware, for instance, by attempting to shut down its command and control infrastruc-
ture (cf. Sect. 2.3.3). Whether ‘hacking back’ is legal and ethically justifiable is an
ongoing debate (Dittrich 2012; Schmidle 2018; see also Chap. 16). There have been
incidents where interference with good intentions has caused harm. A noteworthy
example is the case of the German e-mail provider Posteo that has deleted a mailbox
used by the authors of the Petya ransomware (Cimpanu 2017). As a result, users
who were willing to pay (or had already paid) the ransom could not get in touch
with the authors any more to obtain the decryption key for their data. Initially,
Posteo’s decision was received critically. However, later on it was discovered that
the particular variant of Petya used in the attack had been programmed to delete files
(rather than encrypting them). Therefore, Posteo’s act could be justified in the end,
because no one would have gotten back their files anyway (Spring 2017).

2.6 Threats and Solutions in Software Security

Software security is concerned with weaknesses that result from programming
errors. In the following, we present two common weaknesses, namely, buffer over-
flows and SQL injections. Subsequently, we discuss how vulnerabilities are found
and reported to the vendors.

2.6.1 Case Study: Buffer Overflows

The most dominant security weakness in applications written in C and C++ are buf-
fer overflows (Erickson 2008). To understand how buffer overflows work and what
risks they impose, we have to introduce the basic ideas of memory management in
C/C++ applications. Computations usually require some storage space in the com-
puter’s main memory, namely a buffer. A buffer has a specific location in the main
memory and a given size. In C/C++, software developers are responsible for ensur-
ing that buffers are large enough for the input they should hold. Programming lan-
guages that put this burden on the software developer are said to miss a security
feature called ‘memory safety’.
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1 #include <stdio.h>

2 void main(void) {

3 int privilege_ level = 1;

4 char buf[124];

5 fgets(buf, 1024, stdin);

6 if (privilege_level > 10) {

7 printf("You have admin rights. Level: %d\m",
8 privilege_ level);

9 }

10 printf("Your input was: %s \n", buf);
11 }

Fig. 2.3 Example of a C program with a buffer overflow vulnerability

If software developers fail to allocate enough space for a buffer, they introduce a
weakness into the code, a buffer overflow. An adversary can turn this weakness into
a vulnerability by writing or reading outside the buffer, affecting other buffers
located in the main memory, either before or after the original buffer. Modifying the
content of this other buffer can influence the behaviour of the application; in par-
ticular, it may allow the adversary to execute arbitrary commands. Thus, a buffer
overflow can result in the loss of confidentiality, integrity and availability.

To get the picture, consider the source code in Fig. 2.3, which reads input from
the user and outputs it again. It contains an administration function that can only be
activated by exploiting a buffer overflow.

Line 1 includes a common software library that makes it easier for the developer
to read in user input and generate output shown to the user. In line 2, we define the
main function of the program. Everything from line 3 to line 10 is part of this func-
tion and is executed in sequential order when the main function is executed; this
happens at the start of the application. Line 3 defines a variable called ‘privilege
level’, which can store integer values. Initially, the privilege_level variable has a
value of ‘1’. Variables allocate space in the main memory, in this case 4 bytes. Line
4 allocates 124 bytes for a buffer called ‘buf’, also in the main memory, next to the
privilege_level variable. In line 5, the program reads a user’s input from the key-
board by invoking the function ‘fgets’ (which is defined in the file ‘stdio.h”). fgets
is instructed to read up to 1024 bytes and write them into the buffer buf. However,
buf can only store 124 bytes, thus introducing a buffer overflow. Line 6 checks for a
condition: lines 7 and 8 only get executed if privilege_level is above 10. These lines
print the user’s current privilege level.

An adversary can exploit the buffer overflow to gain administrative privileges
and execute lines 7 and 8. He starts the application and provides a specially crafted
input. This input consists of arbitrary 124 bytes to fill buf, followed by 4 bytes with
the value he wants privilege_level to have. So if he enters ‘AAA...AAABBBB’ (124
times ‘A’ followed by four ‘B’s), the application will print: ‘You have admin rights.
Level: 1111638594’. Internally, the application calls fgets on the adversary’s input.
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Consequently, fgets writes 128 bytes to buf. Since buf has only a size of 124 bytes,
fgets continues writing to the memory location ‘behind’ buf, which in our example
holds the value for privilege_level (the concrete locations of variables in memory
depend on various factors; in our example we assume them to be as explained).
Thus, privilege_level gets overwritten with four ‘B’s, which are consecutively inter-
preted as 1111638594.

We have discussed a simple example where we can spot the buffer overflow in
the source code easily. However, in the source code of real-world applications, buf-
fer overflows are more subtle, often hidden in calculations of buffer sizes. In addi-
tion, user input is not restricted to direct input on the keyboard, as in our example
above. In real-world applications, buffer overflows may show up when reading
image, audio, and video files, during the execution of JavaScript on web pages, and
while processing network communication data.

Buffer overflows result from human mistakes. Thus, they cannot be prevented in
all circumstances. Several techniques have been developed to make the exploitation
of buffer overflows more difficult (e.g. Larsen and Sadeghi 2018). These techniques
include data execution prevention (DEP), address space layout randomization
(ASLR), stack canaries, and control-flow integrity (CFI). The diversity of defenses
is the result of a cat-and-mouse game between defenders and attackers. Attackers
consistently discover new ways to circumvent protections, for instance, return-
oriented programming (ROP) against DEP (Buchanan et al. 2008).

2.6.2 Case Study: SQL Injections

Web applications commonly store their data in SQL (Structured Query Language)
databases. However, this requires careful handling of users’ input to avoid so-called
SQL injections (Stuttard and Pinto 2011). To understand SQL injections, we first
introduce the basics of SQL-based database systems.

SQL databases store data in tables. Each table has a name and several columns.
Every row holds an individual record; just as we would expect it for a table. We will
consider a table named ‘users’ with the columns ‘id’, ‘email’, ‘password’ and ‘last_
active’ (cf. Table 2.1). To query the database, we use a domain-specific language,
the SQL. An SQL statement describes which data to fetch from the database.

The idea behind an SQL injection is to maliciously modify the statement, either
to extract additional information from the database or to modify the behaviour of an
application, e.g. to bypass a login screen. We elaborate on the latter.

Table 2.1 A table in an SQL database that is used by an application vulnerable to SQL injections

id email password last_active
1 john@example.com 3858f62230ac3c915f300c664312c63f 2018-09-01
2 jane@example.com 96948aad3fcae80c08a35c9b5958cd89 2018-10-14
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1 <?php

2 $email = $§ POST[email'];

3 $pw = hash password($ POST['password']);

4 Squery = "SELECT id, last _ active

5 FROM users

6 WHERE email = 'Semail' AND password = 'Spw'";
7 $resource = $db->query(Squery);

8 if (Sresource->numRows() == 1) {

9 Suser = S$resource->fetchRow();

10 echo "User logged in. ID: ", Suser|[ 'id'];
11 3}

12 2>

Fig. 2.4 Login source code fragment of a PHP program that is vulnerable to SQL injections

We consider the program shown in Fig. 2.4, which implements a login form in
PHP, a programming language often used for web applications.

Line 2 reads the e-mail address from the user input in the browser, while line 3
reads the user’s password. Additionally, line 3 applies a hash function to the entered
password to compare it against the value stored in the database later on. This avoids
storing the password in clear text, which is considered bad practice. Lines 4-7 con-
struct an SQL statement. There are different types of SQL statements; the most com-
mon ones are SELECT, UPDATE, INSERT and DELETE. Our statement selects
certain data from the database; hence it starts with a SELECT followed by the col-
umns we are interested in, namely ‘id’ and ‘last_active’. However, the database sys-
tem still needs to know which table we want to query, since multiple tables might use
the same column names, e.g. ‘id’ to store a unique identifier for every record.
Therefore, we use the FROM keyword to specify the table we are interested; in our
case: ‘users’. Now that the database system is aware of the table and its columns we
wish to receive, we can apply a filter to fetch only a subset of all rows in the table. The
WHERE condition on line 6 performs filtering: we state that we are only interested in
rows which match the entered e-mail address and the provided password. Since e-mail
addresses are unique, a correct input on the login form (consisting of e-mail address
and password) will fetch exactly one row from the database, e.g. issuing the following
SQL statement: SELECT id, last_active FROM users WHERE email = 'john @exam-
ple.com’ AND password = '38...3f". The SQL statement is sent to the database system
on line 7, while line 8 checks if exactly one row is returned. If that is the case, we
execute lines 9 and 10 to read the result from the database and display the value stored
in the id column of the row that matches the user’s e-mail and password.

While this implementation of the login form works well for non-malicious inputs,
it is prone to SQL injections and allows an adversary to bypass the login. In line 6,
the application passes user input to an SQL statement without sanitising it first. We
assume an adversary would enter some arbitrary password ‘abc’ into the password
field and write the following into the e-mail address field in the login form:

'OR 1=1LIMIT1--
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<?php
$stmt = $db->prepare(

"SELECT id, last active FROM users
WHERE email = ? AND password = ?'")
S$stmt->bind _param(”ss", $email, S$password);
Sresult = S$stmt->execute();

2>

N o O W N

Fig. 2.5 PHP code with a prepared statement to protect against SQL injection attacks

This will result in a valid SQL statement, which the application sends to the data-
base system: SELECT id, last_active FROM users WHERE email =" OR 1 =1
LIMIT 1 -- ' AND password = 'abc'. We briefly discuss why this SQL statement
results in a successful login without knowing a password. Compared to the benign
SQL statement, the adversary alters the WHERE condition and adds an additional
LIMIT keyword. In SQL, two dashes followed by a space (-- ) start a comment
which will be ignored by the database system. Hence, our condition only reads
WHERE email =" OR 1 =1 and is followed by LIMIT 1. The condition is true if the
e-mail is empty (which is never the case) or if 1 is equal to 1 (which is always the
case). Consequently, the condition matches all rows. However, the code checks in
line 8 whether the database has returned exactly one row. Hence, the adversary adds
a LIMIT 1 clause to ask the database system to return only the first row matching
the condition. Thus, the check on line 8 passes and line 9 receives a valid row from
the ‘users’ table. The adversary has successfully bypassed the login without know-
ing a password or e-mail address. More critically, an adversary could use the same
SQL injection vulnerability to steal the whole database content, using a UNION
SELECT statement.

SQL injections can be prevented by using prepared statements, which address
the underlying problem of SQL injections: confusion of data and code. In our exam-
ple above, the e-mail address field should have been treated as data. Prepared state-
ments explicitly separate data from code, making SQL injections impossible. To
this end, the SQL statements contain placeholders rather than the actual data. The
pieces of data that are inserted instead of the placeholders are sent separately to the
database. The source code in Fig. 2.5 illustrates prepared statements.

Line 2—4 create a prepared statement ‘stmt’ using questions marks (‘?”) as place-
holders for data. On line 5, actual values are assigned to the question marks (declar-
ing them as two strings). After that the query is executed on line 6. The data will be
used by the database system in the places marked with the placeholders.

In real-world applications, SQL injections appear especially when SQL state-
ments are constructed dynamically, e.g. when conditions are added and removed
based on the users’ input. Since SQL injections are easily avoidable, their occur-
rence is an indicator for the lacking security education of developers.
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2.6.3 Finding and Handling Vulnerabilities

Vulnerabilities can be found in applications using different methods; they may be
kept secret or reported to vendors, either publicly or privately. Vendors respond in
different ways to those reports and differ in their approaches to addressing the issue.
Besides fixing known vulnerabilities, vendors can take preventive measures to avoid
vulnerabilities in the first place or apply defence-in-depth techniques for mitigation.
We elaborate on these aspects, beginning with how to find vulnerabilities and con-
cluding on techniques for prevention and mitigation.

As seen in the previous case studies, vulnerabilities can be found by carefully
reading the source code. This method is called a code audit and is typically per-
formed by trained security auditors. Security auditors may use tools for assistance.
Those tools highlight source code locations that potentially contain a vulnerability.
However, false positives are quite common. These locations are reported to contain
a vulnerability, although they are fine.

Furthermore, there are plenty of false negatives because it is not possible to
detect all vulnerabilities automatically. Firstly, code audit tools apply heuristics, i.e.
approximations of how the source code may behave; they are only as good as their
heuristics are. Secondly, complete reasoning about the source code would be equiv-
alent to deciding the halting problem,! which is known to be impossible (Chess and
McGraw 2004). Therefore, complete reasoning is not possible. Thirdly, identifying
security-related logic bugs—i.e. bugs that are highly specific to the concrete behav-
iour of an application—require a machine-readable specification of the applica-
tion’s behaviour, which in most cases does not exist. Moreover, a specification does
not necessarily cover the human intent, thus being erroneous itself. Consequently,
tools can never replace a security auditor in a code audit.

Performing a code audit requires access to the source code of an application.
Unless an application is open source software, the source code is typically not avail-
able to external auditors, who analyse an application without being instructed by the
vendor. In this case, auditors have to perform reverse engineering, i.e. understand
the application’s machine code, which is intended to be run by a computer and not
easily understandable for humans. Even with tool support, it is impossible to recover
the source code completely. Despite these hurdles, many vulnerabilities are found
with reverse-engineering techniques.

'The halting problem asks an abstract machine model, the Turing machine, to decide whether a
computer program terminates (halts) on a given input or runs forever. It is undecidable, i.e. it can-
not be answered for all computer programs and inputs, despite the fact that there is a ‘yes’ or ‘no’
answer for every program and input. The Church-Turing thesis states that what humans and Turing
machines can compute is equivalent. Given this thesis, humankind cannot answer all questions for
which there are answers; even with unlimited computational resources (Sipser 2012).
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A third technique is fuzzing. Fuzzing feeds millions of different random inputs
to an application and checks for unintended behaviour such as crashes. A crash is a
good indicator of the existence of a vulnerability. Inputs that lead to crashes are then
stored for later analysis. To generate those inputs, a fuzzer modifies existing inputs
and observes which parts of an application are executed given the modified input.
To increase the likelihood of a crash, the fuzzer tries to execute all parts of an appli-
cation. The motivation behind this method is to find parts that are usually not exe-
cuted on expected user inputs and are therefore untested for (security) bugs. Fuzzing
has proven surprisingly effective: for instance, a fuzzer found several vulnerabilities
in the popular OpenVPN software even after two code audits had already been per-
formed (Vranken 2017).

After a vulnerability is found, the security auditor may decide to keep it secret or
to report it. Motivations for keeping a vulnerability secret include planned criminal
actions, espionage by secret services, and accessing a suspect’s device by law
enforcement. In all those cases, it is likely that an exploit is developed to make use
of the vulnerability. A vendor cannot fix a vulnerability as long as he is not aware of
it. Thus, unreported vulnerabilities often stay unfixed for a long time. Vulnerabilities
without a fix are called ‘zero days’ or ‘O-days’.

There are two approaches to the publication of vulnerabilities: full disclosure and
responsible disclosure. In full disclosure, the vulnerability is disclosed in public,
without notifying the vendor in advance. Advocates of full disclosure argue that all
users of a vulnerable software should have the same information regarding the vul-
nerability to be able to assess their risks and take appropriate countermeasures until
a fix is released. They accept the risk that adversaries may use the information to
develop an exploit and target the users of the vulnerable software. Furthermore,
proponents of full disclosure argue that full disclosure puts more pressure on the
vendor to faster create and ship a fix and to care more about security in the first
place.

In contrast to full disclosure, responsible disclosure (sometimes also called coor-
dinated disclosure) mandates informing the vendor first, usually granting it a spe-
cific timeframe to release a fix before going public. The length of this embargo is a
trade-off between putting pressure on the vendor and giving the vendor the oppor-
tunity to investigate the issue thoroughly, including extensive testing of the fix. A
typical value is 90 days. Vendors may ask for an extension of the embargo. However,
it is at the discretion of the finder to grant it. For instance, there has been a high-
profile case in which security researchers working at Google have not granted
Microsoft an extension (Tung 2018).

Responsible disclosure is not without flaws. Some software is distributed by dif-
ferent organisations that may release a fix at different times. This is the case for
Linux distributions that contain thousands of different software packages. A fix
released by one Linux distribution can provide information about the vulnerability,
which can then be used by adversaries to attack users of other Linux distributions
that have not released a fix yet. Furthermore, the more people are involved with
developing and distributing a fix, the more likely it is that information about the
vulnerability leaks before a fix is shipped.
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Vendors should follow established best practices for adequate handling of vul-
nerabilities (see also Chap. 15). Firstly, they should provide a dedicated security
contact on their website to ensure that vulnerability reports reach the right group
within an organisation. Otherwise, support staff who are not educated in reading
technical security reports might ignore those reports due to misunderstandings. In
addition, it is recommended to provide a public key (cf. Sect. 2.4.3) for exchanging
encrypted mails with the security contact, e.g. using OpenPGP. Secondly, the ven-
dor should acknowledge the receipt of a vulnerability report and after investigating
the issue, confirm the problem (if it is valid). Thirdly, the vendor is expected to sug-
gest a schedule for a coordinated release of a fix and the report. Guidelines and
detailed recommendations have been published by Householder et al. (2017).

Vulnerability finders invest their time to make users of the vendor’s software
more secure. Legal threats as a response to a report are considered immoral and may
result in a Streisand effect, i.e. trying to hide or censor some information has the
effect of unintentionally distributing the information more widely. Today, this often
occurs through social media and results in negative publicity for the software
vendor.

Instead of legal threats, the security community encourages vendors to be trans-
parent about security problems in their products. Moreover, vendors should provide
as much information as possible to allow their users to accurately assess any risks
they may be exposed to. Quickly providing a fix is considered best practice. Besides,
some vendors offer a bug bounty program, which provides vulnerability reporters
with monetary compensation.

2.7 Threats and Solutions in Network Security

Many systems are interconnected over networks. This increases their exposure. In
the following, we consider selected threats to networked systems.

2.7.1 Case Study: Reconnaissance

Reconnaissance of the target is an essential part of sophisticated attacks. Networked
systems provide a significant amount of information that can be used to launch
attacks that are tailored to the environment of the victim and thus more likely to
succeed.

Attackers benefit from the fact that the Internet has been designed to be an open
network. For instance, information about network operators is publicly available so
that system administrators of different parts of the world can communicate with
each other in case of problems. This kind of information can be looked up with the
so-called ‘whois service’, a distributed database that holds contact information
about anyone who has leased IP addresses or domain names. Given some seed
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information such as an IP address (e.g. 141.13.240.24) or a domain name (e.g.
www.uni-bamberg.de) of a target, the whois service helps attackers finding other
and related systems run by the same organisation. Moreover, whois ‘leaks’ names
and contact information of employees, which can be useful for social engineering.

Some of the information shared via whois is considered personal data and there-
fore protected under the General Data Protection Regulation of the European Union.
As a result, the German registrar DENIC stopped unrestricted access to contact
information for all ‘.de’ domains in 2018 (DENIC eG 2018). This move consider-
ably increases the effort for system administrators that want to contact domain own-
ers to resolve problems (Winterfeldt 2018).

Whois is not the only system that leaks information. For instance, attackers can
use the Domain Name System, which is a distributed database that maps domain
names such as example.com to IP addresses. Many administrators assign telling
names to their servers that help attackers understand the purpose of a system.
Reverse DNS lookups allow attackers to look up these hostnames (e.g. webmailO5.
example.net) given the IP address of a system of interest.

Moreover, attackers can exploit two relatively new systems that aim to increase
transparency, but come with an inherent security trade-off, namely Certificate
Transparency (cf. Sect. 2.4.4) and Passive DNS. These systems have been created to
mitigate particular security problems. However, they have the side effect of leaking
sensitive information to attackers. Certificate Transparency creates transparency
about all TLS certificates that are registered. Passive DNS services make available
all domain names that are looked up by a group of DNS clients. Both services leak
the hostnames of internal systems, helping attackers find potential targets.

Finally, attackers use port scanners to enumerate all publicly reachable hosts and
services. With tools such as nmap, attackers can obtain a list of open ports and addi-
tional information such as the software that might be offering the ports as well as the
operating system. If system administrators of a target have been careless or negli-
gent, they might have forgotten to set up strict firewall rules (cf. Sect. 2.7.2) that
prohibit unauthorised connection attempts to sensitive services from the outside.
Although port scans are not harmful on their own, they certainly help to increase the
effectiveness and efficiency of attacks.

A relatively new development is that attackers do not necessarily have to use a
port scanner themselves. For an initial sweep of a target, attackers can also rely on
the information provided by services such as shodan.io and censys.io. These two
services continuously scan (a large part of) the Internet and make the results avail-
able on their website via a convenient full-text search engine. Their actual purpose
is to help system administrators secure their networks by simplifying continuous
monitoring. However, they also help attackers find improperly secured systems
without having to send a single packet to a target. This dilemma makes shodan.io an
interesting tool for creating awareness about vulnerable industrial control systems
that are insufficiently protected (cf., e.g. Gallagher 2018).
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2.7.2 Case Study: Perimeter Security Via Firewalls

Firewalls are systems that are deployed to restrict the access to services on the net-
work layer. These services are either internal services that should not be available
from outside an organisation’s network or services on the Internet that should not be
accessed by the employees of an organisation.

On the network, information is sent in packets. Each packet consists of a header
and a payload. The payload contains the data that is being sent. The header contains
information about the sender, the receiver, and the so-called ports being used.
Services listen on particular ports (identified by a number between 1 and 65535). A
packet is delivered to a service, if the port number stated in the packet corresponds
to the port number of the service.

Most firewalls filter packets solely based on their header. To allow only access to
specific services, a system administrator can configure a firewall to drop all packets
that do not match a list of specific port numbers. The underlying assumption behind
such firewall rules is that particular services listen on specific ports, e.g. web servers
listen on port 443 (the default port for HTTPS, cf. Sect. 2.4.4) for encrypted com-
munication. However, this assumption does not hold necessarily, since services can
be reconfigured to listen on arbitrary ports.

Thus, firewalls can be bypassed using ports that are commonly allowed in the
firewall’s configuration, such as port 443. If users inside a corporate network want
to access the Internet without any restrictions, they can run a tunnel service on a
publicly reachable Internet server on port 443 and send their communication through
this tunnel, which forwards it to the Internet, bypassing the firewall.

As aresponse to tunnel services, some firewalls check if the packets contain data
for a specific service, e.g. they check if packets for port 443 actually contain HTTPS
data. This technique is called Deep Packet Inspection (DPI). It is an open debate
whether DPI is an acceptable practice. Opponents of DPI argue by comparing pack-
ets to postal mail: the packet’s header is like the address data on the envelope and
must be read by the postal service for delivery, while the packet’s payload is like the
letter inside the envelope. DPI looks at the payload; therefore, it is like opening the
envelope of every letter, thus violating postal privacy. It is noteworthy that even DPI
cannot entirely prevent users bypassing a firewall. Thus, data exfiltration prevention
is another cat-and-mouse game between attackers and defenders. For example,
there are sophisticated tunnelling techniques, e.g. DNS tunnels such as iodine
(Nussbaum et al. 2009), that trick DPI solutions by hiding the exchanged data within
DNS messages (which are typically not restricted by firewalls).
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2.7.3 Case Study: Denial of Service Attacks

In a Denial of Service (DoS) attack, an adversary tries to occupy a massive amount
of the victim’s resources. The goal is to deny these resources to legitimate users.
Typical DoS attacks either create large amounts of traffic to fill up the victim’s com-
munication lines or exhaust the victim’s computational resources.

Adversaries can also instruct many machines to participate in an attack. This
results in a Distributed Denial of Service (DDoS) attack. To perform a DDoS attack,
an adversary compromises thousands of machines. These machines then form a so-
called botnet. One of the largest botnets for DDoS attacks, called Mirai, was built
using insecure Internet of Things (IoT) devices, such as routers and IP cameras.
Users often employ these devices without knowing their security ramifications.
Once deployed, IoT devices are often poorly maintained and seldomly receive any
security updates. The Mirai botnet attacked KrebsOnSecurity, a blog maintained by
the security journalist Brian Krebs, with a bandwidth of 620 GBit/s (Krebs 2016).
For comparison, many commercial websites are only connected to the Internet with
a bandwidth of 1 GBit/s.

One particularly intriguing type of DoS attacks are amplification attacks. In an
amplification attack, an adversary uses a third party, e.g. a DNS server, to perform
the attack. The DNS server responds to a small request sent by the adversary with a
large answer. To attack a victim, the adversary spoofs his sender address, setting it
to the address of the victim. Consequently, the DNS server receives the small request
from the adversary and sends a large response to the victim. Thus, the adversary’s
DoS traffic is amplified by the DNS server. Spoofing the sender address is possible
because Internet Service Providers do not filter the traffic of their customers
properly.

DoS attacks are made possible because of externality effects. Firstly, vendors of
cheap IoT devices have no incentive to provide security updates for the whole life-
time of a product. Secondly, there is virtually no reason for Internet service provid-
ers to check for address spoofing. In both cases, there is a party that is passively
responsible but does not bear the costs of attacks. To improve the state of affairs,
vendors and service providers have to be externally incentivised, for instance,
through legal regimes.

Often, attackers use DoS attacks to force victims into paying ransoms. Online
shops lose money when they are not reachable for their customers. Therefore, they
will do almost anything to stop an ongoing DoS as quickly as possible. Defending
against DoS attacks is difficult for server operators in practice. After all, the defender
must provision more resources than the attacker can consume, which is quite costly.
Therefore, there is now a market for DoS protection. Companies in this market pro-
vide large amounts of resources and filter their customer’s traffic for DoS attacks.
Legitimate traffic is forwarded to the customer, while DoS traffic is discarded.
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2.7.4 Case Study: Network Intrusion Detection Systems

Network Intrusion Detection Systems (NIDS) such as Snort try to detect attacks on
the network layer. They look into the packets that arrive over the network and decide
whether the communication associated with the packets might be an attack. There
are two different types of NIDS: signature-based and anomaly-based.

Signature-based NIDS can only detect attacks that are already known. They rely
on a database of signatures to identify attacks. A signature describes the content of
network packets that can be observed during a specific attack; for instance, there is
one signature for the Heartbleed attack (http://heartbleed.com) as well as one signa-
ture for the Shellshock attack (Seltzer 2014). Thus, to detect current threats, the
database of a NIDS must be updated on a regular basis.

In contrast, an anomaly-based NIDS analyses network communication patterns
within a network. After the NIDS has learned what ‘normal’ communication pat-
terns look like, the NIDS tries to detect deviations. Those anomalies are then con-
sidered to be attacks or at least unwanted behaviour. Whereas anomaly-based NIDS
have the advantage that there is no database to maintain, they rely on the question-
able assumption that there was no malicious activity during training. Moreover,
whenever the communication patterns on the network change, e.g. because new
software is introduced, the NIDS has to be retrained.

Neither signature-based nor anomaly-based NIDS can detect all threats. Their
information is limited to network communication. They have no information about
the inner workings of the software used on the network. For instance, communica-
tion exploiting logic bugs can be difficult or impossible to distinguish from benign
communication.

Furthermore, network communication is increasingly encrypted. Encrypted traf-
fic cannot be analysed by NIDS. This limitation can be overcome by allowing the
NIDS to intercept all encrypted traffic by adding its certificate to the root certificate
store on all clients. This approach, which is called TLS interception, is a very intru-
sive form of Deep Packet Inspection (cf. Sect. 2.7.2). TLS interception has been
called into question, because it allows the administrators of the NIDS to eavesdrop
on all encrypted communication. Moreover, TLS interception often decreases the
actual security of encrypted communications (Waked et al. 2018).

The evaluation of the accuracy of a NIDS is not straightforward. We have to
consider four metrics: the true positive rate (attacks that are detected), the false
negative rate (attacks that are not detected), the false positive rate (benign commu-
nication wrongly flagged as an attack) and the true negative rate (benign communi-
cation not flagged as attack).

Even very accurate NIDS generate many false positives (false alarms) because
malicious traffic is much more seldom than ‘normal’ traffic. This is known as the
base rate fallacy (Axelsson 1999). Assume that 1 out of every 100,000 packets has
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a malicious payload (this is the base rate). Further assume that a hypothetical NIDS
has an accuracy of 99.9%, which refers to the true positive rate and to the true nega-
tive rate, which are equal here. Most of the very few malicious packets will be clas-
sified correctly. However, during the reception of the 99,999 benign packets, the
NIDS will generate about 100 false alarms. In other words: the operators of this
hypothetical NIDS have to handle 100 times more false alarms than malicious pay-
loads. The imbalance between false alarms and real alarms is not a theoretical prob-
lem, it is one of the most pressing issues in practical NIDS.

2.8 Continuous Testing

Properly securing a system means that defenders have to perform regular checks.
After all, every change to the infrastructure, every update for a software package
and every change in operational procedures may introduce vulnerabilities.

As described in Sect. 2.6.3, code audits can be used to detect vulnerabilities in
software. Finding vulnerabilities in distributed systems is more involving. Common
practices consist in running security scanners and performing penetration tests.

Security scanners such as Nessus and OpenVAS allow system operators to check
their infrastructure for a wide array of known vulnerabilities by probing all devices
within a defined address range. The specifics that determine how a scanner checks
for a particular vulnerability are provided by the vendors of such scanners.

Whereas security scanners are typically set up by the operators of a system, pen-
etration tests are usually conducted by specialised firms. Penetration tests are useful
because they simulate a real attack. Among other things, they allow organisations to
understand whether previously launched awareness campaigns on social engineer-
ing were effective and whether operators react sensibly when under pressure.

Many penetration testers use a toolkit called Metasploit (metasploit.com), which
makes it possible to validate whether a particular vulnerability can be exploited—by
actually exploiting it and launching a selectable payload. From an ethical perspec-
tive, Metasploit is interesting because it encapsulates exploits in ready-to-run pack-
ages, which eases the job of security analysts. Sharing exploit code is considered
essential to improve security. However, in former times when exploits were shared
on mailing lists, it was regarded as good practice to intentionally modify the code so
that script kiddies would not be able to execute it. Metasploit has broken with this
tradition, lowering the bar considerably.

Given its potential for damage, it is not surprising that there have been attempts
to regulate the distribution of dual-use tools such as Metasploit (Schneier 2007;
Hulme 2012). However, such a policy is mostly ineffective. Attackers will always
find ways to get access to such tools. Moreover, restrictions make it difficult to use
offensive tools for educational purposes, which would decrease the competence of
the defenders in the long run.
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2.9 Conclusion

In this chapter, we introduced the basic concepts and models of cybersecurity. Given
the complexity of this field, there are many directions for further exploration.
Nonetheless, even the basics presented in this chapter raise several ethical
questions.

First, ethical issues are relevant for cybersecurity professionals, i.e. on the level
of individuals. Security analysts may have to decide how they should deal with a
newly discovered vulnerability. Should they only disclose it to the responsible ven-
dor or also inform the public? If they decide to publish it, which details should be
made available before the vulnerability is fixed? On the one hand, publishing too
much or too early might cause significant harm. On the other hand, keeping the
vulnerability secret prevents users of the vulnerable product from taking action on
their own, and it decreases the vendor’s incentive to actually ship a fix in a timely
manner. This is only one example where the actual outcomes of various alternatives
are difficult to predict, which is why there is no consensus about vulnerability dis-
closure in the community (more in Chaps. 3 and 4).

Ethical issues are also encountered on an organisational level. Most organisa-
tions struggle with finding a justifiable balance between investing in security and
accepting the remaining risks. Security cannot be bought from the shelf because
organisations have different needs. Moreover, effective security relies on humans—
and humans tend to act (or fail) in surprising ways. Organisations may also be
inclined to exploit power asymmetries that allow them to externalise their costs by
transferring risks to users or other unrelated parties.

Finally, ethical issues also arise on an architectural level. It is challenging to
predict how a new system or security mechanism will be used. This is particularly
an issue for dual-use tools whose impact on security depends on the intentions of
the actor. Another example is Certificate Transparency, which has been designed to
solve a particular security issue. However, it can also be misused for reconnais-
sance. Of course, this kind of exploitation was foreseeable for experts, but it still
startles system administrators whose internal hosts are now exposed in a public
database. Building useful systems with limited misuse potential is a challenging
problem for which we do not yet have readily available solutions.

Tackling ethical questions in the field of cybersecurity is difficult due to its very
nature: We usually have to make decisions based on insufficient information. We
often do not fully understand the consequences of turning a particular lever and
systems exhibit surprising (emergent) behaviour once users (and creative adversar-
ies) lay their hands on them. In rare cases, we may be able to collect some facts (e.g.
by studying past events); however, it is questionable whether these are still appli-
cable. After all, cybersecurity is an endless cat-and-mouse game with constantly
changing rules.
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Chapter 3

Core Values and Value Conflicts

in Cybersecurity: Beyond Privacy Versus
Security

Ibo van de Poel

Abstract This chapter analyses some of the main values, and values conflicts, in
relation to cybersecurity by distinguishing four important value clusters that should
be considered when deciding on cybersecurity measures. These clusters are secu-
rity, privacy, fairness and accountability. Each cluster consists of a range of further
values, which can be viewed as articulating specific moral reasons relevant when
devising cybersecurity measures. In addition to the four value clusters, domain-
specific values that are served by computer systems, such as health, are important.
Following a detailed discussion of the four relevant value clusters, potential value
conflicts and value tensions are considered. The relationships of five pairs of values
(privacy-security, privacy-fairness, privacy-accountability, security-accountability
and security-fairness) are analysed in terms of whether they are largely supportive
or conflicting. In addition, possible methods for addressing these potential value
conflicts are discussed. It is concluded that values, and value conflicts, in cyberse-
curity should be considered in context, also taking into account the specific com-
puter systems at play, to enable the use of nuanced and fine-grained methods for
addressing the relevant value conflicts.

Keywords Accountability - Fairness - Privacy - Security - Value conflict - Values

3.1 Introduction

Moral dilemmas in cybersecurity are often framed in terms of privacy versus secu-
rity. If we want to avoid illegal access to ICT (Information and Communication
Technology) systems through hacks, cybercrime or cyberwarfare, we need to be
willing to accept the monitoring of Internet traffic and hence give up (some) privacy,
so the suggestion goes. Although we may indeed sometimes be confronted with
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such dilemmas, the privacy versus security tension, as a general framing of moral
issues in cybersecurity, is too simplistic. Privacy and security are not always in con-
flict but are sometimes mutually reinforcing. Whether privacy and security are con-
flicting or supportive depends on the specific context or application being considered.
Moreover, it depends on technical and design choices that can also be made differ-
ently so that the conflict can sometimes be designed out. The privacy versus security
framing is also too simplistic in that it ignores the fact that a range of other values
are at stake in cybersecurity.

The aim of the chapter is twofold. First, it sets out to develop a coherent and
comprehensive account of the main values relevant to cybersecurity. This concerns
both the values at stake when cybersecurity is somehow compromised as well as
those values that should be considered when devising (technical or institutional)
measures to maintain or increase cybersecurity. Second, the chapter aims to shed
more light on value conflicts in cybersecurity and the possible methods for address-
ing such conflicts.

The chapter begins with a philosophical clarification of the notion of value.
Values are understood as evaluative dimensions that can be used to evaluate the
goodness of certain state-of-affairs. Different values thus correspond to different
varieties of goodness. In addition, values are conceived as arising in response to
certain morally problematic situations, or certain moral concerns. Therefore, they
correspond to certain moral reasons (for or against certain actions). This under-
standing of values allows several value clusters to be discerned in relation to cyber-
security. A value cluster is here understood as a number of values which are a
response to similar types of moral concerns and express similar moral reasons. It is
argued that, in relation to cybersecurity, four values cluster can be discerned: secu-
rity, privacy, fairness and accountability.

After addressing these value clusters in more detail, the chapter discusses value
conflicts. A value conflict is understood as a situation in which it is not possible to
fully realise or respect a range of relevant values simultaneously. Value conflicts are
thus practical conflicts, as opposed to values contradicting each other at a general or
abstract level. Identifying value conflicts requires a consideration of the specific
application or context. Moreover, whether values conflict depends on what is tech-
nically possible and what design choices have been made. I discuss some of the
main value conflicts in cybersecurity and possible methods to address them.

3.2 Values and Value Clusters

3.2.1 What Are Values?

Although the notion of ‘value’ is generally used in philosophy and the social sci-
ences, there does not seem to be a generally accepted definition of what values are.
In general, values are associated with what is good and desirable, and they are often
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believed to provide people with a certain orientation for how to behave. Within this
general characterisation, additional conceptions of values are possible.

In the social sciences, values are often associated with attitudes, preferences and
interests, and are usually seen as subjective (Williams Jr. 1968; Rokeach 1973;
Schwartz and Bilsky 1987). Here, I employ a more philosophical understanding of
values, in which values are associated with what is good. So conceived, the notion
of value can refer to what is good (ontology), or what we belief (epistemology) or
express (semantics) to be good (Hirose and Olson 2015). Values help to evaluate
certain state-of-affairs in terms of goodness, and different values can therefore be
understood as varieties of goodness (von Wright 1963). For example, computer
systems may be evaluated in terms of the values of privacy and cybersecurity, by
which each constitute a different variety of the goodness of such systems.

Values belong to the evaluative domain of the normative, whereas norms and
reasons belong to the deontic domain of the normative (Stocker 1990; Dancy 1993;
Raz 1999). The evaluative refers to the normative evaluations we make of state-of-
affairs or persons (in terms of goodness). Conversely, the deontic refers to the rea-
sons we have for doing certain things (or refraining from doing them) or to what we
should do. The deontic is concerned with rightness (of actions) whereas the evalua-
tive is concerned with goodness (of state-of-affairs).

Since values are evaluative, they are not directly action guiding. Nevertheless, it
is often believed that there is a correspondence between values and reasons (for
action) of the following kind (cf. Scanlon 1998; Raz 1999):

V: If x is a value (or a valuable object) then one has reasons (of a certain kind) for a positive
response (a pro-attitude or a pro-behaviour) towards x

For example, if cybersecurity is a value, we might have reason to increase it
through technical and institutional measures; and if privacy is also a value, we might
have reason to respect the privacy of computer users in devising such cybersecurity
measures. Increasing and respecting are both positive responses.

Statement V is intended to be neutral with respect to the question of whether
values ground reasons (as consequentialists typically believe) or reasons ground
values (as deontologists typically hold) or that neither can be reduced to the other.
As Dancy (2005) notes, whatever position one takes in this debate, something like
statement V seems to be true.

It should be stressed that the above account of values does not assume conse-
quentialist ethics. Deontologists may also employ the notion of value, although val-
ues may have a different epistemological and ontological status for them than for
consequentialists; for the former, values typically follow from reasons (and other
deontic concepts such as norms) rather than the other way around (cf. Anderson 1993).

In this respect, it is also important to stress that the positive response mentioned
in statement V can take another form than just increasing or maximising the value
x. Consequentialists often believe not only that the goodness of the outcomes (con-
sequences) of actions determine the rightness of actions but also that right actions
increase or even maximise the ‘amount’ of value or goodness. Although increasing
or maximising a value can be termed a positive response (or a pro-behaviour), it is
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certainly not the only possible positive response. Values can, for example, also be
respected; and a valuable object can be admired. Respect and admiration are also
positive responses, but they do not have the consequentialist overtone that increas-
ing or maximising value has.

What the appropriate positive response to a value (or a valuable object) is depends
both on the value at stake as well on the specific context. For example, in some
contexts, we might have reason to maximise privacy, whereas in other contexts it
may be sufficient to respect a certain minimal amount of privacy. The proper
response to a value in a specific context is often not prima facie obvious; it may
require judgment and deliberation.

3.2.2 Value Clusters

If values are varieties of goodness, it seems natural to assume that there exists a
plurality of values. Some philosophers have, nevertheless, maintained that there is
one overarching value, such as human happiness or human dignity, to which all
other values can be related or even reduced; a doctrine known as value monism.
Here, I assume that the opposite thesis of value pluralism is true; i.e. there exists a
variety of values which cannot be reduced to each other (Mason 2018).

A next question that arises is whether there is a limit to the number of values we
can discern or whether it is in principle always possible to discern additional values.
One reason to think that there is no limit to the number of values we can discern is
that we can almost always make values more specific. For example, starting from
the very general and abstract value of security, we can distinguish between indi-
vidual and collective security. Next, individual security can be further divided
between, for example, physical and psychological individual security. This process
can go on for quite a while. We might even want to argue that the value of security
of person X is not exactly the same value as the security of person Y. In other words,
if we zoom in on specific values, and on the specific contexts in which we use value
terms, it seems we could almost endlessly discern more specific values.

My aim in this contribution is to discern and analyse the core values in cyberse-
curity. This is, by its nature, an exercise on a rather general and abstract level. The
goal is to come to a set of general values that may require further specification when
applying them in specific contexts but that nevertheless provide some insight into
the moral concerns and problems that might arise in relation to cybersecurity.
However, even at this general level, we might distinguish a large number of different
values. For example, in the literature study we conducted for the CANVAS project!
we found a large number of value terms in the domains of health, business and
national security in relation to cybersecurity (Yaghmaei et al. 2017).

!'See https://canvas-project.eu/canvas/
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To create more order in this multiplicity of relevant values, I propose introducing
the notion of ‘value cluster’. A value cluster is a range of values that express some-
what similar moral concerns. In line with the above-proposed characterisation of
values, values in a value cluster correspond to similar moral reasons for action, or to
similar norms. Moreover, the values that are part of one value cluster are typically
articulated in response to somewhat similar morally problematic situations. It
should be stressed that I use the notion of value cluster here relative to a particular
domain or societal activity. In this case, the domain is cybersecurity and the value
clusters I distinguish are defined in relation to cybersecurity.

3.3 Value Clusters in Cybersecurity

A first value cluster in relation to cybersecurity is that of security. Security can be
understood in a number of more specific ways, pinpointing different more specific
values that are part of this cluster, such as individual security or national security. In
this cluster, I also locate the value of cybersecurity and a range of values closely
related, or instrumental, to cybersecurity such as information security, and the con-
fidentiality, integrity and availability of (computer) data. The main reasons to which
this value cluster corresponds are the protection of humans and other valuable enti-
ties against all kinds of harm. The values in this cluster may be seen as a response
to morally problematic situations in which harm is (potentially) done, ranging from
data breaches and loss of data integrity to cybercrime and cyberwarfare.

A second relevant value cluster is privacy. This cluster contains, in addition to
privacy, such values as moral autonomy, human dignity, identity, personhood, lib-
erty, anonymity and confidentiality. Values in this cluster correspond to reasons (and
norms), for example we should treat others with dignity, we should respect people’s
moral autonomy, we should not store or share personal data without people’s
informed consent, and we should not use people (or data about them) as a means to
an end. Typically morally problematic situations to which these values are a response
include the secret collection of large amounts of personal data for cybersecurity
purposes or the unauthorised transfer of personal data to a third party.

A third cluster is fairness. This consists of values such as justice, fairness, equal-
ity, accessibility, freedom from bias, non-discrimination, democracy and the protec-
tion of civil liberties. This cluster of values is a response to the fact that cybersecurity
threats, or measures to avoid such threats, do not affect everyone equally, which
may sometimes be morally unfair. Another type of moral problem is: These values
are a response to the fact that cybersecurity threats, or measures to increase cyber-
security, may sometimes undermine democracy, or civil rights and liberties.
Important moral reasons that correspond to this value cluster are that people should
be treated fairly and equally, and that democratic and civil rights should be upheld.

The fourth and final value cluster I distinguish is that of accountability. Values in
this cluster include transparency, openness and explainability. This value cluster is
relevant because cybersecurity measures taken by, for example, governments can



50 1. van de Poel

potentially harm others, such as citizens, which requires accountability.
Accountability, as a more procedural value, is particularly relevant because cyber-
security measures often require the weighing of a range of conflicting substantive
values (such as security, privacy and fairness). Typical reasons to which the value of
accountability is related include the obligation to account for one’s actions but also
being blamed for unjustified behaviour or paying damages, or a fine, for the harm
that arises from unjustified behaviour.

In addition to the four value clusters, there are values connected to specific appli-
cations for which cybersecurity is an issue. These values are domain-specific.
Examples are values such as health (in the medical domain) or national security.
Although these values are different from domain to domain, and sometimes even
from application to application, they are connected to a range of more instrumental
or technical values related to the proper functioning of applications. I include here
more specific values such as efficiency, ease of use, understandability, data avail-
ability, reliability, compatibility and connectivity. These technical values are never-
theless often morally relevant as they are frequently instrumental, if not essential,
for achieving specific moral values.

3.3.1 Security

The first value cluster is that of security. Below, I propose a general conceptualisa-
tion of the value of security that indicates how cybersecurity can be seen as a spe-
cific kind of security, roughly understood as the state of computer systems being
free from cyber threats. There are, however, many varieties of security, some of
which are also directly relevant for the discussion about cybersecurity. These
include, for example, personal or individual security but also national security, or
the security of certain businesses (cf. Kleinig et al. 2011). It is important to realise
that these different, more specific types of security often correspond to distinct val-
ues that may conflict with each other on occasion. Nevertheless, the various security
values may be said to belong to one value cluster. This is the case not only because
they all fit the same general conceptualisation of security, but also because they are
all responses to similar morally problematic situations, i.e. situations in which
something valuable is threatened by an external danger. Moreover, they also all cor-
respond to similar moral reasons, i.e. moral reasons for protecting what is of value
against an external threat or danger.
In very general terms, security may be understood as follows:

Security is the state of being free from danger or threat

Often we speak about the security of a certain entity X from a specific type or kind
of danger Y. In such cases, the following general characterisation seems to apply:

The security of X from Y is the state of an entity X being free from danger or threat of
kindY
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Here, X can refer to an individual agent, a person, but also to collective social enti-
ties such as an organization, a business or a state. X may also refer to a technical
system, such as a computer system. Depending on X, we can thus distinguish more
specific types of security such as personal security, national security and computer
security.

Y can refer to specific types of danger or threat. For example, when we talk about
personal physical security, Y refers to physical dangers or threats (to individuals). In
the case of national security, Y may refer to, for example, terrorist attacks or an inva-
sion by a foreign country, but nowadays also to (foreign) cyberattacks.

Two further remarks are necessary regarding this general characterisation. First,
sometimes a distinction is made between the values of safety and security along the
following lines: safety is protection against accidental or unintentional danger (e.g.
a collapsing bridge or an earthquake), whereas security is protection against
intended harm (e.g. theft or a terrorist attack) (Hansson 2009). The above charac-
terisation does not follow this distinction but rather subsumes it under one general
concept of security. This follows the conventional manner of discussing cybersecu-
rity. For example, according to the 2016 EU scoping paper, “Cybersecurity refers to
the protection of networks and information systems against human mistakes, natu-
ral disasters, technical failures or malicious attacks” (Scientific Advice Mechanism
High Level Group 2016: 2). This includes, obviously, unintentional as well as inten-
tional harm.

Second, this characterisation stresses the absence of danger or threat. We might
argue that this is only part of the story as security—in particular personal or indi-
vidual security—may also be understood as a certain peace of mind and the pres-
ence of preconditions in which people can live a meaningful and happy life (cf.
Kleinig et al. 2011; Waldron 2011). Following the well-known distinction between
negative and positive freedom (Berlin 1958), a similar distinction could perhaps be
made between negative and positive security here.? For the current purpose, I adhere
to the negative (“absence of”) characterisation of security, as that seems most
important when it comes to cybersecurity. Nevertheless, the positive aspect seems
important for understanding the moral importance of the value of security in certain
contexts, as we will see.

Now that we have a general characterisation of the value of security, we may
inquire into the moral importance of this value. Philosophers often make a distinc-
tion between instrumental and intrinsic values (e.g. Frankena 1973). Instrumental
values are merely valuable because they contribute to something that is valuable,
whereas intrinsic values are believed to be good in themselves.® In the literature

>The positive connotation is, for example, also present in a notion such as food security, which
does not primarily refer to the absence of danger or threat (famine) but rather to the availability of
(enough) food. Similarly, we might understand cybersecurity as the presence of reliable computer
and network infrastructure, although most current definitions stress the absence of, or protection
against, certain dangers and threats.

3 Intrinsic values are also sometimes called final or terminal values, while instrumental values are

also sometimes called extrinsic. The different terminologies may not always trace the same distinc-
tion (cf. Korsgaard 1983).
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review conducted for the CANVAS project, cybersecurity was in most cases
described as an instrumental value (Yaghmaei et al. 2017). The reason for this seems
quite obvious. Computer systems are not valuable in themselves but because of the
functions they fulfil in society, or for individuals and groups, and because of the
economic value they represent. Computer systems may also be used for bad pur-
poses, and, in such cases, cybersecurity may even be deemed undesirable.

A value that is closely related to cybersecurity is information security. This value
is often understood in terms of the confidentiality, integrity and availability of infor-
mation. For example, according to the Information Systems Audit and Control
Association (ISACA), information security “[e]nsures that ... information is pro-
tected against disclosure to unauthorised users (confidentiality), improper modifica-
tion (integrity), and non-access when required (availability)” (ISACA 2016).
Confidentiality can be understood as being instrumental to privacy, as it prevents
unauthorised access to information, which is often essential in maintaining privacy.
The integrity and availability of information are instrumental for the (original) pur-
pose of the information system by ensuring that required information is reliably
available and accurate. This seems to suggest that information security is merely an
instrumental value. Whereas cybersecurity may be more encompassing than infor-
mation security—it may, for example, also relate to security from unauthorised
access to cyberphysical systems (such as the energy grid or a water barrier)—the
above seems to support the thesis that cybersecurity is mainly an instrumental value.

However, even if cybersecurity is an instrumental value, we should be careful in
drawing too strong conclusions about its moral importance. If we consider, for
example, cybersecurity threats to heart monitoring devices in hospitals or aviation
systems then in both cases, a lack of cybersecurity may lead to a loss of human lives.
In similar ways, cybersecurity is important for the protection of a large number of
human and moral values. What these values are depends on the specific technical
application and context. However, for some contexts, it would be a misunderstand-
ing to think that cybersecurity is devoid of moral importance just because it is an
instrumental value, as in those contexts cybersecurity may be a sine qua non for
upholding other values with great moral importance, including values of personal
security and health. As Dewey (1922) already highlighted in his criticism of the
distinction between instrumental and intrinsic values, such distinctions tend to
uncritically reify the gap between means and ends; what is a means in one context
may well be an end in another (and vice versa).

Whereas cybersecurity is usually seen as instrumental value, several authors
have argued that personal (or individual) security is an intrinsic value (e.g. Himma
2016). The main argument for this seems to be that without some degree of personal
security, individual people do not have a life at all, let alone a meaningful and happy
one. This appears to show that some degree of security is required for individuals to
live a good life. However, it is not obvious that this is enough to make security an
intrinsic value. We might also argue that it is merely an enabling value (Raz 2003);
i.e. a value that is necessary for people to have a meaningful life and to acquire other
values. The reason why security understood as the mere absence of threat may not
be an intrinsic value is that a life that merely consists of the absence of threat seems
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hardly worth living; it is only when people start to do other valuable things that such
a life becomes worthwhile.

Whereas there are good reasons to think of personal security as an intrinsic or at
least an enabling value, this is less clear from more collectivist notions of security
such as national security or business and organisational security. These would seem
to be instrumental values, as their moral importance is derived from how they help
support other values such as personal security.* Moreover, discussions of national
security may create a slippery slope, as it allows certain political groups the possi-
bility to claim the moral importance of certain restrictive measures that in practice
restrict individual values, including personal security, rather than support them. At
the same time, it is clear that some degree of national security is required to ensure
personal security. Nevertheless, collectivist notions of security such as national
security seem to derive their moral importance from how they eventually impact the
security, but also other values such as privacy or liberty, of individuals rather than
being intrinsically valuable (cf. Waldron 2011).

3.3.2 Privacy

Privacy is generally seen as an important value in relation to cybersecurity. There is,
however, no agreement on how exactly to understand and conceptualise the value of
privacy (Moore 2003). Proposed understandings include such notions as “the right
to be let alone” (Warren and Brandeis 1890), “informational control” (Westin 1967),
an extension of personality and personhood (Pound 1915) and an act of self-care
(Allen 2016). Privacy also has several dimensions. Koops et al. (2017) distinguish
between bodily, intellectual, spatial, decisional, communicational, associational,
proprietary and behavioural privacy and view informational privacy as crosscutting
through these categories.

Where cybersecurity is concerned, privacy is usually understood in informa-
tional terms. Such informational privacy is about what information about a person
is (not) known to, or shared with, others. A further distinction is between notions of
privacy stressing the confidentiality or secrecy of data (and information) and those
stressing control over what data (or information) is shared with whom. If the first
understanding is adhered to, it might be best not to collect and store personal data in
the first place to enhance privacy (Warnier et al. 2015). Obviously, that will often be
neither possible nor desirable (for other reasons). According to the control concep-
tion of privacy, the collecting, storing and sharing of data is not always problematic,
rather privacy is about giving people control over the collection, storage and sharing
of their own personal data. Here, the notion of ‘informed consent’ is important.
Informed consent means that the collecting, storing and sharing of personal data

*A similar stance has been taken by the approach to national and international security known as
‘human security’; see e.g. Gregoratti (2013).
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require the deliberate and informed consent of the data subject. People may thus
also deliberately decide to share information about themselves with others. For both
the confidentiality and the control notion, privacy breaches may result from unau-
thorised access to data and, in this sense, cybersecurity is instrumental, if not cru-
cial, to protecting privacy.

What information is appropriate to share with whom may not only be dependent
on the autonomous choices of individuals (as the control notion of privacy stresses)
but also be different for various social spheres. The question of what is appropriate
to share with an employer is different from what information can appropriately be
shared with a physician or spouse. This idea is captured in the notion of privacy as
contextual integrity (Nissenbaum 2004).

Some authors have argued that privacy is an intrinsic value, whereas others see it
primarily as an instrumental one (e.g. Kleinig et al. 2011; Himma 2016). Those who
tend to see it as an intrinsic value may point out that some degree of privacy is indis-
pensable for (moral) autonomy. If one’s thoughts and actions are continuously
known to others, it will undermine one’s capacity to decide and act in a morally
autonomous way. Since moral autonomy is crucial for human agency and human
dignity, some minimal degree of privacy is required to live a good life. Those who
conceive of privacy as an instrumental value may object that what is valued here is
not so much privacy in itself but rather what it allows or enables. The relationship
between privacy and the ability to live a morally worthwhile life may in this respect
not be so different from that between personal security and a good life, as discussed
before. We might therefore conceive of privacy as an enabling value, i.e. as a value
that is necessary as a precondition for a good life, but one that is not necessarily
itself intrinsically valuable; however it is also not a mere instrumental value in the
sense that it cannot be replaced by others means and is indispensable for living a
worthwhile life.

A somewhat related debate is the one between authors who adhere to reduction-
ist accounts of privacy and those who provide non-reductionist accounts (Katell and
Moore 2016). According to reductionist accounts, the moral importance of privacy
is based on other values such as autonomy, human dignity and liberty. In the final
analysis, there is nothing that the value of privacy adds to the relevant moral consid-
erations and reasons that cannot already be derived from those others values.
Privacy, in other words, is merely a placeholder for moral concerns that can already
be derived from other values. Van den Hoven, for example, has argued that privacy
derives its moral importance from four types of moral considerations: (1) preven-
tion of information-based harm, (2) prevention of informational inequality, (3) pre-
vention of informational injustice, and (4) respect for moral autonomy (Van den
Hoven 1998; Van den Hoven and Vermaas 2007). Conversely, non-reductionists do
not need to deny that privacy is related to a range of other values and part of a
broader value cluster as I have called it, but they at least maintain that the value of
privacy articulates moral considerations and corresponds to moral reasons that can-
not, or at least cannot fully, be expressed by other values.

As Katell and Moore (2016) stress, even if reductionism about privacy were true,
in many practical contexts it would still be useful to use the notion of privacy. After
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all, many of the social and political debates about ICT technologies, including those
on cybersecurity, are framed in terms of privacy. Nevertheless, it is often helpful to
unpack the other values and reasons that are implied when the value of privacy is
articulated in concrete situations and debates. This is so because it is frequently the
case that what is at stake in such situations is not just the threat of unauthorised
access to personal data but rather a range of broader moral concerns related to such
values as autonomy, identity and liberty. This is one of the reasons why it is useful
to think in terms of value clusters rather than individual values. As indicated before,
the value cluster of privacy also contains such values as moral autonomy, human
dignity, identity, personhood, liberty, anonymity and confidentiality. Some of the
values have a more justificatory relationship to privacy, i.e. they articulate why pri-
vacy is morally important (such as moral autonomy, human dignity, identity, per-
sonhood and liberty), whereas others (such as anonymity, confidentiality and
control) seem more instrumental for preserving privacy.

There is a mutual relationship between how privacy is exactly understood and
conceptualised and what other values are (more closely) related to it. For example,
Whitman (2004) argues that in the US context, privacy is merely understood (and
laid down in laws) in relation to liberty and in particular to moral concerns about
government infringements in the personal life sphere of citizens. Such conceptions
of privacy tend to stress liberty and the protection of citizens against state actors. He
contrasts this with the European, primarily French and German, tradition in which
privacy is more closely linked to human dignity and that stresses the relationship
between people, so that privacy is also a concern between individuals, or between
individuals and companies, rather than between citizens and the state. Arguably, in
the current age of information systems and big data, both conceptions are important
when it comes to privacy concerns.

3.3.3 Fairness

The third value cluster relevant to cybersecurity is that of fairness. This is a relevant
value because both cybersecurity threats and measures to increase cybersecurity
impact people differently, which may raise fairness issues. This is connected to a
range of other values such as equality, justice, non-discrimination and freedom from
bias. In addition, democracy is a relevant value because some cybersecurity mea-
sures may be so consequential and invasive that they require democratic legitima-
tion rather than being the authority of private actors such as companies.

In political and moral philosophy, many different notions and theories of both
democracy and fairness have been developed. I refrain from delving here into all the
subtleties but rather restrict myself to highlighting how these values are affected by
cybersecurity concerns and how they are relevant for the institutional and technical
design of cybersecurity measures.

Justice and fairness are important values because cybersecurity measures typi-
cally come with costs and benefits that may be unequally distributed across the vari-
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ous actors involved. Parts of these costs and benefits are financial and economic in
nature, and a first question that will therefore arise is whether a certain proposed
cybersecurity measure is worth the cost. Strictly speaking, this is more a question
about efficiency (i.e. the ratio between benefits and costs) than a question of justice
and fairness (i.e. the distribution of costs and benefits). It should be noted, however,
that if certain cybersecurity measures are not taken for efficiency reasons (i.e.
because the benefits are not considered worth the costs), there will likely be distri-
butional effects. This is the case because, if and when cybersecurity breaches mate-
rialise, the costs and harms caused by such breaches will likely not be equally
distributed. Indeed, if people are victim to cybersecurity breaches, questions may
arise about a right to compensation or the need for insurance.

The fact that costs and benefits are usually not equally distributed implies that
even if from a societal point of view it is efficient or cost-effective to take certain
cybersecurity measures, it is possible that for none of the actors involved are such
measures also individually cost-effective. This may be particularly problematic if
the distribution of costs and benefits is somehow unfair. An example is a company
that offers services that are sensitive to cyber-attacks. As long as the costs (and other
harm) due to the cyberattacks can be externalised (for example to the users of their
services), it may not be cost-effective for the company to take certain cybersecurity
measures. However, such externalisation of costs may be considered unfair, which
in turn may lead to the introduction of a legal obligation (by the government) for the
company to compensate its customers for damages due to avoidable cybersecurity
breaches. This new distribution of costs and benefits may make certain cybersecu-
rity measures cost-effective that were not so before. In this sense, questions about
the cost-effectiveness of cybersecurity measures cannot be completely separated
from questions about the fair or just distribution of costs and benefits.

Fairness and justice considerations do not only accrue to distributional effects
but may also imply that people have a right to some minimal level of information
access (Van den Hoven and Rooksby 2008) or even access to ICT services.’ Given
the crucial importance of information, and also of certain ICT services, in today’s
society, we may question whether access to such goods and services should not
become a basic right. Perhaps, now or in the future, we should grant everybody the
right to affordable, secure and accessible ICT services. If such rights were intro-
duced, it would also have implications for the minimal level of cybersecurity that
should be guaranteed for everybody. Of course, many questions can be asked
regarding whether it is desirable to introduce such rights and about who bears the
duties that correspond to such rights. Nevertheless, what these deliberations reveal
is that questions about what constitutes a desirable level of cybersecurity do not just

5 A report by special rapporteur Frank La Rue to the UN in 2011 stated: “Given that the Internet has
become an indispensable tool for realizing a range of human rights, combating inequality, and
accelerating development and human progress, ensuring universal access to the Internet should be
a priority for all States. Each State should thus develop a concrete and effective policy (...) to make
the Internet widely available, accessible and affordable to all segments of population” (Rue 2011:
22). This was interpreted by some as a plea for Internet access as a human right.
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concern efficiency and cost-effectiveness but also fairness, justice and perhaps even
human rights.

Fairness and justice may require impartiality but they would not seem to require
that people are always or necessarily treated equally (Miller 2017). In most theories
of fairness or justice, it is allowed, and sometimes even required, to treat people dif-
ferently if they somehow deserve different treatment. What factors are relevant in
justifying (or requiring) different treatments may be different for different theories
and accounts. Nevertheless, some factors are almost universally seen as constituting
improper ground for different treatments. This includes such factors as race, gender
and sexual preferences. Here, the value of non-discrimination is relevant.®

Non-discrimination may be a particularly important value for cybersecurity
because it is known that ICT technologies may be vulnerable to bias, i.e. they may
unjustifiably treat people differently on the basis of, for example, gender, race or
marital status. Such bias may be intentional, but it is often the unintended result of
how such systems are designed and used. Friedman and Nissenbaum (1996) discuss
three sources of such bias, namely pre-existing bias in human practices, institutions,
and attitudes that is reified in computer systems; technical bias (resulting from tech-
nical requirements and constraints); and emergent bias that emerges from the use of
the system (e.g. use in another context than originally foreseen). The increased use
of big data and of self-learning algorithms has further increased the problem of bias
(Barocas and Selbst 2016; O’Neil 2016; Ferguson 2017). Algorithmic bias may, in
particular, result when algorithms are trained with biased data sets, or on a limited
group of people or cases. Large-scale data collection for cybersecurity, therefore, is
likely to also be vulnerable to bias if non-discrimination is not from the start consid-
ered in the design, training and use of relevant algorithms.

The value of democracy is relevant to cybersecurity in a number of ways.
Cyberattacks may undermine the democratic process, as suggested by the 2016 US
president elections, which witnessed the hacking of the Democratic Party, trolling
and the spread of fake news (see also Chap. 11). It has also been suggested that
cybersecurity measures, such as end-to-end-encryption, may protect democratic lib-
erties such as freedom of speech (cf. Christen et al. 2017). However, cybersecurity
measures may occasionally also undermine democracy. A particular concern is the
strategic use of cybersecurity by national governments for national security aims
(see also Chap. 12). Although such use may be justified, it raises a number of con-
cerns (Kleinig et al. 2011; Newell 2016; Rubel 2016; Strossen 2016). One is that it
may undermine the civil liberties of citizens. Second, because such use is by its
nature often secretive, there may be a lack of democratic legitimacy. A further
concern is that government agencies that find cybersecurity weaknesses may strate-
gically keep these secret in order to use them against other countries (or even against
their own population). This is not only problematic because such use usually lacks
democratic legitimation but also because it increases cybersecurity risks for citizens

®However, positive discrimination would seem warranted in some cases, as justice may require
advantaging underprivileged groups in specific circumstances.
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and companies. It thus leads to fairness concerns because these societal actors have
to bear the burden of the costs of cybersecurity threats that have not been revealed
by government agencies.

3.3.4 Accountability

The value of accountability (and related values such as transparency, openness and
explainability) is particularly relevant to cybersecurity in two types of situations.
One are situations in which someone (allegedly) harms someone else, or infringes
on the rights of that person. In such situations, we typically hold the (alleged) per-
petrator accountable. The other are situations in which there is a power imbalance
between two agents and in which the more powerful is in the position to introduce
rules or measures that may harm the less powerful ones. For example, governments
and companies may be accountable to citizens and consumers for what cybersecu-
rity measures they take even if there is not (yet) a suspicion of undue harm.

In the first type of situation, accountability is closely related to responsibility and
its different meanings, such as blameworthiness, liability and obligation-
responsibility (Van de Poel et al. 2015). An agent may be said to be accountable if
there is a reasonable suspicion that that agent did something wrong or caused undue
harm. Accountability here implies an obligation to account for one’s actions and
their consequences. Such an account may show that the agent is not blameworthy
(despite the reasonable suspicion), but if the account is unsatisfactory, the agent
may be blameworthy or liable to correct his or her wrong or to pay damages.
Accountability is also related to responsibility-as-obligation; in particular, an agent
may be accountable if there is a reasonable suspicion that it did not fill its
obligation-responsibilities.

What sets the second type of situation apart from the first is that there is not (yet)
a reasonable suspicion of wrongdoing. Rather, the need for accountability is based
on power imbalances. Although such power imbalances exist in any society, they
seem to be aggravated in today’s information society by the unequal access to large
amounts of data and information. Moreover, citizens and consumers seem increas-
ingly dependent on government and large commercial organisations for the secure
storage of (personal) data. This would seem to imply that such powerful organisa-
tions are accountable for what cybersecurity measures they take. Such accountabil-
ity would imply some degree of transparency about what cybersecurity measures
are taken. In addition to such transparency, it would also imply a willingness and
ability to account for the decisions on which such measures are based. This is par-
ticularly important because cybersecurity involves a range of values that are poten-
tially conflicting. There might not be one best way to reconcile these values or to
strike a balance between them, which makes it even more important that powerful
actors account for how they make such decisions. Accountability here implies a
certain traceability of how decisions are made but also the articulation of the reasons
and motivations underlying such decisions.
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3.4 Value Conflicts in Cybersecurity

It is often said that some of the values relevant to cybersecurity are in conflict with
each other. The most frequently mentioned conflict is that between security and
privacy, but this is certainly not the only possible value conflict in the domain of
cybersecurity. Moreover, as already indicated in the introduction, it is not the case
that (cyber)security and privacy are always in conflict.

3.4.1 What Are Value Conflicts?

What does it mean to say that two values are conflicting? If values are varieties of
goodness and are used for (moral) evaluation, then one interpretation of a value
conflict is that two (or more) values are conflicting if (and only if) they provide
opposite or contradictory evaluations of the same state-of-affairs (or object or pol-
icy). Therefore, if something is evaluated as good on the basis of one of the values
it should, by definition, be bad on the basis of the other value. In cybersecurity, the
values of transparency (or openness) versus confidentiality may provide an exam-
ple. What is transparent is not confidential, and vice versa.

Such value conflicts that seem to derive from oppositions at the semantic level of
values are, however, relatively rare. More often, value conflicts seem to derive from
the practical implications of values. Under this interpretation, values conflict if they
express or correspond to contradictory norms or reasons for actions. For example, if
a value such as privacy would require that a certain piece of information is kept
confidential, whereas transparency would require that same piece of information to
be made public, then the values of privacy and transparency are conflicting.

It should be noted that the question of to which reasons a value corresponds is
one of interpretation and judgment, and depends both on the value at stake and the
specific context (see Sect. 3.2.1). More specifically, it depends on how the values at
stake are conceptualised and specified. Conceptualisation is “the providing of a
definition, analysis or description of a value that clarifies its meaning and often its
applicability” (Van de Poel 2013: 261). For example, privacy may be conceptualised
in terms of confidentiality as well as in terms of control over information. On the
second conceptualisation, it would seem less likely that privacy conflicts with trans-
parency, although it is certainly not impossible.

Moreover, whether values conflict will also depend on their specification.
Specification may be understood as the translation of values into more specific
norms and requirements (Van de Poel 2013). If privacy is conceptualised in terms of
confidentiality, a specification would further specify what (personal) information
should exactly stay confidential, and to whom. This means that on some specifica-
tions of privacy as confidentiality, privacy and transparency would conflict whereas
on other specifications, the values would not conflict. Of course, there are limits to
how a value can be specified. In general, a specification may be considered adequate
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if meeting the more specific norms and requirements would count as a proper
response to the value at stake (cf. the earlier discussion about values in Sect. 3.2.1).

With the above in mind, we can now more precisely define value conflicts. One
possible definition is the following:

Values are conflicting for a particular X, in context C, if it is practically impossible to
respond properly to all values that are relevant to X in context C simultaneously

Here X can be a state-of-affairs but also (and more relevant to the current discus-
sion) a certain (technical or institutional) cybersecurity measure. This definition
would also allow value conflicts if there is only one value, because it may also be
practically impossible to respond properly to that one value for that particular X. For
example, for a particular cybersecurity policy it may turn out to be impossible to
respect (which is a proper response) the value of privacy.

If X is a cybersecurity policy (or measure), the natural response to such value
conflicts may be to look for another policy, or measure, that does properly respond
to all relevant values. Van den Hoven, Lokhorst, and Van de Poel (2012) argue that
in such situations of value conflict (or a moral dilemma), there is a second-order
obligation to look for options that help to avoid the value conflict, now or in the
future. This may be done through technical or institutional innovation or design, as
such innovation or design may extend what is feasible and so allow options that
overcome the initial value conflict (Van den Hoven 2013; Van de Poel 2017).

Nevertheless, sometimes it may turn out to be impossible to find options that
allow all relevant values to be responded to in an appropriate way. This bring us to
the final definition of value conflicts. This definition takes as a starting point the
situation in which we need to choose between different options (such as different
cybersecurity measures or policies) and in which none of the options seem best in
light of all the values at stake. This results in the following definition of value con-
flict (Van de Poel and Royakkers 2011):

1. A choice has to be made between at least two options for which at least two val-
ues are relevant as choice criteria.

2. At least two different values select at least two different options as best.

3. There is no single value that trumps all others as choice criterion. If one value
trumps another, any (small) amount of the first value is worth more than any
(large) amount of the second value.

It is this type of value conflict that I focus on in the remainder.

3.4.2 Value Conflicts in Cybersecurity

I now examine a number of more specific value conflicts in cybersecurity. Since
value conflicts are usually practical conflicts, whether two values are conflicting
will depend on the specific context. Nevertheless, it is possible to distinguish a num-
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Fig. 3.1 Value tensions in cybersecurity. (Reproduced from Christen et al. 2017)

ber of more general value tensions in cybersecurity. Christen et al. (2017) present
the following figure as a graphical representation of potential value conflicts in
cybersecurity.

The grey rectangles in Fig. 3.1 represent values. The values of ‘information harm
prevention’ and ‘physical harm prevention’ belong to the cluster of security I previ-
ously discussed; privacy and personal freedom belong do the privacy cluster; and
discrimination prevention, fairness, equality and social justice belong to the fairness
cluster. Accountability is not mentioned in the figure, which may be explained by
the fact that this is more of a procedural value.

Full arrows represent a supporting or reinforcing relation, while dotted arrows
represent potential tensions. As shown, cybersecurity is directly instrumental for
harm prevention (and so for personal security). It may, however, also involve moni-
toring and surveillance, which may in turn negatively affect a number of values.
Similarly, it involves personal efforts as well as economic costs that may also nega-
tively affect a number of values.

Below, I discuss relations between value clusters, taking the four earlier distin-
guished value clusters as a starting point. For each relation between value clusters,
I discuss whether it is largely supportive or conflicting (or can be both), and if there
are conflicts, I discuss ways in which these conflicts may be approached.
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3.4.2.1 Privacy Versus Security

The most frequently mentioned conflict in cybersecurity is most likely that between
privacy and security. However, closer examination shows that the relationship
between security and privacy is much more complex. Consider the following cases’:

1. Sometimes security is attained at the cost of privacy. An example is full cable
monitoring which contributes to (cyber)security but would seem (in most cases)
an unjustified privacy intrusion.

2. Sometimes security helps to achieve privacy. For example, limited or targeted
monitoring may help to detect security incidents, which in turn may prevent data
leaks, so that the confidentiality of personal information is maintained and,
hence, privacy is served.

3. In computer systems, privacy requires some degree of cybersecurity. Privacy sets
limits on who has access to what (personal) information. Without some degree of
cybersecurity, these limits cannot be maintained, and personal information is
subject to unauthorised access.

4. Sometimes, privacy is attained at the cost of security. For example, complete
anonymity and secrecy of communications can be exploited by malicious agents.

5. Sometimes, privacy contributes to security. For example, if certain information
about users of a system is kept confidential, spear phishing attacks can no longer
leverage excessive available user information to choose attack targets.

As these examples demonstrate, security and privacy are not necessarily conflict-
ing but also can support each other. Some degree of cybersecurity is, moreover,
required to guarantee privacy. Nevertheless, the question can be asked how we are
to deal with those situations in which privacy and security are conflicting.

In the philosophical literature, some authors have argued that security trumps
privacy, while others have held that privacy trumps security. Himma (2016), for
example, argues the former. His argument is based on the assumption that (per-
sonal) security is much more indispensable for a worthwhile life (including values
such as autonomy and freedom) than privacy, because without some degree of secu-
rity, we may not have a life at all. He admits, however, that this does not mean that
any amount of security increase (however small) can justify any amount of privacy
loss (however large).t

Conversely, Moore (2016) argues that privacy and accountability trump privacy.
He does so by debunking four often-used arguments for sacrificing some privacy (or
accountability) for security. These (fallacious) arguments are (1) “just trust us”, i.e.
give the benefit of the doubt to those in power and assume that officials will not
override individual rights without just cause, (2) the nothing to hide argument, (3)

"These examples are based on a presentation by Josep Domingo-Ferrer on the 26th of April 2018 in
Brussels concerning the CANVAS white paper on Technological challenges to cybersecurity
(Domingo-Ferrer et al. 2017). See also Chap. 13.

80n this basis, one might wonder whether the point he makes is really about trumping values, or
more about the centrality of certain values for a good or worthwhile life.
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The “security trumps” view, and (4) the consent argument, i.e. people voluntarily
offer (private) information all the time. While his debunking of the four arguments
is convincing, it is questionable whether it follows that privacy (and accountability)
trump security, in the sense that no amount of privacy or accountability should be
given up to achieve more security.

The problem with trumping arguments is that they discuss value conflicts at a too
general level. What values require in a specific situation, and whether values are
conflicting, always requires judgement in the specific context (see also Chap. 7).
Moreover, it seems very unlikely that either security trumps privacy or privacy
trumps security in all possible situations one can imagine (or cannot yet imagine for
that matter). Trumping accounts, then, are not able to do justice to how the value of
privacy and security play out in specific situations and, therefore, offer an inade-
quate response to cases of value conflict.

The question, then, remains: how are we to deal with those situations in which
the conflict between privacy and security is real? Although this may always require
context-specific judgments, the earlier presented examples suggest a somewhat
more general approach to the conflict between privacy and security. What we see
from these examples is that conflicts in particular arise in two types of situations:

1. All data are gathered or monitored (as in the case of full cable monitoring) so
that security is achieved at the cost of privacy

2. No data is gathered or monitored (as in the case of complete anonymity or
secrecy) so that privacy is achieved at the cost of security

This suggests that, at least in a practical sense, the conflict boils down to conflict-
ing requirements that follow from the values of security and privacy regarding what
data should be collected, stored and shared, and for what purpose. This means that
in looking for potential solutions to the value conflict, we should put centre stage
questions such as:

— How much data and what data need to be gathered?
— What data should be accessible to whom?
— For how long should these data be stored?

It should also be noted that on a control account of privacy, it is entirely conceiv-
able that individuals consent to the monitoring (and temporary storage) of their data
for cybersecurity ends. After all, individuals will value their personal security and
this will require some degree of cybersecurity. Therefore, if privacy is understood in
control terms rather than confidentiality terms, it may be easier to solve the conflict
between privacy and cybersecurity. Another notion that may be important in answer-
ing the mentioned questions is contextual integrity. The information that can be
properly monitored and gathered in the light of privacy concerns will be different
for different spheres in society such as business, health care, insurance, personal life
and politics.

One of the implications of this is that to properly deal with the potential conflict
between privacy and (cyber)security, we need fine-grained technical and institu-
tional infrastructure that enables the fine-tuning of the data that are monitored, gath-
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ered, stored, and shared to the different public spheres and the informed consent of
individuals. This allows a sophisticated attuning of privacy and security concerns to
the specific context, considering all the relevant value considerations.

3.4.2.2 Privacy Versus Fairness

The relationship between privacy and fairness is often seen as supportive. There are
at least two general arguments for why privacy supports fairness. One is that privacy
limits what data can be collected about individuals, which can prevent unfair treat-
ment. If, for example, no data about race are collected, it limits the possibilities for
discrimination or algorithmic bias based on race.” Secondly, it may be argued that
some degree of privacy for office holders and political representatives is required in
a well-functioning democracy (cf. Lever 2016; Mokrosinska 2016). One reason for
this is that otherwise, some private circumstances may be held against political rep-
resentatives or office holders that endanger their proper and independent function-
ing, which is required in a democracy. They may, for example, be blackmailed,
which may introduce conflicts of interest and forms of secrecy that undermine the
democratic process.

Conversely, democracy is supportive of privacy because privacy is often consid-
ered a civil liberty or basic right in democratic societies (see also Chaps. 4 and 5).
Most democratic countries have laws that protect the privacy of their citizens.

Nevertheless, on occasion, fairness and democracy may also conflict with pri-
vacy. Fairness, for example, may require the sharing of some information with the
government, in particular in those cases where fairness requires that people are not
treated exactly the same. For example, fair taxation may require information about
people’s income, information that some people may consider private. Conflicts may
also occur in cases where democracy seems to require a certain transparency or
openness regarding how governmental decisions are made and what the government
does (e.g. in terms of surveillance) (cf. Mathiesen 2016). Such transparency or
openness may be in conflict (at least at first sight) with the confidentiality require-
ments that follow from privacy concerns. Since the call for transparency and open-
ness of government operations is often based on considerations of accountability, I
first discuss the relationship between privacy and accountability before discussing
potential methods for addressing this value conflict.

°It does not make it entirely impossible, however. The reason is that discrimination or bias may
also be based on proxies. For example, discrimination based on postal codes may in effect be a
form of discrimination based on race or income (due to geographical segregation).
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3.4.2.3 Privacy Versus Accountability

Privacy and accountability, at first sight, seem to be at tension with each other.
Accountability requires the ability and willingness to account for one’s actions, in
particular for how and why certain decisions were made. This require a certain
transparency, and the revelation of information that may be privacy-sensitive.

It should be noted that this tension does not just occur if privacy is understood in
terms of confidentiality. In addition, regarding the control notion of privacy, an
agent may prefer not to share certain information that is required for proper account-
ability. An agent may even strategically choose not to reveal certain information to
evade accountability under the guise of privacy concerns. Under such circum-
stances, privacy may even become a means for offenders or criminals (including
cyber criminals or cyber attackers) to avoid accountability and responsibility (and
hence punishment).

This suggests that control conceptualisations of privacy that give full and unlim-
ited control to individuals regarding what data and information they share with
whom are problematic in terms of accountability. One way to address this may be to
build in restrictions on what information individuals can reasonably decide not to
share with others. It could be argued that a control notion of privacy should be
grounded not in absolute liberty but in moral autonomy (and human dignity). Moral
autonomy not only implies a certain freedom in shaping one’s life but also the will-
ingness to take responsibility for one’s actions, and to account to others where that
is warranted. If privacy as control is understood in such a way, the conflict with
accountability is softened (although, perhaps, not completely avoided).

More generally, dealing with the potential conflict between privacy and account-
ability would require focusing on what information should be shared (or not be
shared) with whom. Accountability does not require the disclosure of all informa-
tion but rather those pieces of information that are crucial in the light of account-
ability. Moreover, accountability may require the disclosure of some information to
some people but not to others. These requirements need not be in conflict with pri-
vacy, as privacy also typically does not require that all (personal) information
remains confidential.

For example, political accountability may require that it becomes known who
made what decision based on what information and which considerations went into
adecision, but it does typically not require disclosure of other personal information.
In some situations, it may even be irrelevant who exactly decided what for political
accountability, and it may be enough to disclose how a decision was made in terms
that are more general. Moreover, as we have seen before, political accountability
may be served by some degree of privacy, because this avoids office holders or
political representatives being held accountable for things that are private and not
politically relevant.

The above does not rule out the fact that privacy and accountability may, on
occasion, correspond to conflicting requirements about what information to disclose
(or keep confidential) to whom. Such conflicts can, of course, occur. Nevertheless,
it brings the discussion to where it should be, namely regarding what information
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should be shared and what should be kept confidential to whom in the light of pri-
vacy and accountability concerns, and indeed other values such as democracy, fair-
ness and security.

3.4.2.4 Security Versus Accountability

I have argued before that (cyber)security measures, or the lack thereof, require some
form of accountability. This is the case because a lack of appropriate cybersecurity
measures may create undue harm. However, in as far as accountability requires a
revelation of what cybersecurity measures are exactly taken, it may be in conflict
with cybersecurity itself. The reason for this is that cybersecurity threats often arise
not just from unintentional harm but from the actions of malicious agents or adver-
saries. These agents will typically strategically adapt their adversary strategies to
what cybersecurity measures are taken (or the lack thereof). In this sense, cyberse-
curity is akin to an arms race, meaning that too much public accountability may
undermine the effectiveness of cybersecurity measures.

A similar conflict may occur in those cases where cybersecurity weaknesses are
exploited for national security ends. Here again, the revelation of these security
strategies, or even of the cybersecurity weaknesses on which they are based, may
undermine the effectiveness of those strategies and hence decrease security.
Therefore, there seems to be a very real tension between accountability and security.

While this tension may require some form of balancing or trade-off, there are
also institutional mechanisms that may help to alleviate the tension. One such insti-
tutional mechanism is to create fora for accountability that do not require the full
public disclosure of (cyber)security measures, for example, parliamentary commit-
tees, cybersecurity committees or councils to which governments, or companies, are
accountable for the cybersecurity measures they take (or fail to take). Such institu-
tions may work under certain confidentiality requirements in the sense that they
cannot disclose certain cybersecurity measures (or the lack thereof) if that is likely
to help cyber attackers or criminals.

These types of institutional mechanisms may still imply a trade-off between
accountability and security as they are likely to neither attain full accountability nor
full security. The main point, nevertheless, is that the tension between accountabil-
ity and security should be an incentive to look for new institutional arrangements
that allow both values to be better served simultaneously than current institutions.
In as far as trade-offs are still inevitable, they should not only be considered in terms
of security versus accountability but also in terms of the other values at stake,
including the values of privacy and fairness and the values served by the computer
systems that are the possible target of cyberattacks.
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3.4.2.5 Security Versus Fairness (and Democracy)

Security may conflict with fairness and democracy, in particular when cybersecurity
is used for national security aims, for example large state surveillance programmes
or cyberattacks on other countries by government agencies. Such activities may put
at risk civil liberties and the privacy of citizens (e.g. Rubel 2016; Strossen 2016).
This may sometimes be justified but would then require at least some form of demo-
cratic legitimacy and accountability. However, the fact that these activities are often
secretive makes democratic legitimation and accountability frequently more diffi-
cult to achieve.

It is important here to distinguish between different kinds of security, in particu-
lar national versus personal security (Kleinig et al. 2011; Waldron 2011). National
security should not be seen as an intrinsic value but rather as a value that derives its
moral importance from other values such as personal security. It is important to be
aware that some measures to increase national security, such as the secretive large-
scale surveillance of citizens, may not only serve personal security (through increas-
ing national security) but also endanger it. In particular, if such programmes, in
effect, diminish civil liberties without clear democratic legitimacy and a lack of
accountability, the loss in personal security may occasionally be bigger than the net
gain through increased national security.

This is not to deny that national security is a legitimate concern; arguably, it may
require more attention than in the past in the light of an increase in the number of
terrorist attacks (at least in Western countries) and an increase in foreign cyberat-
tacks by state agencies (and others). The point is that in addressing conflicts of
security versus fairness and democracy, we should not just examine national secu-
rity but primarily examine the effect on personal security (of citizens).

One particular issue here is that national security measures, and also other types
of cybersecurity measures, may well increase the personal security of some while
diminishing the personal security (and civil liberties and privacy) of others (Waldron
2011). In other words, such measures have distributive effects that raise questions of
fairness. As argued before, it can often be difficult to neatly separate such fairness
questions from questions about the right level of (cyber)security that is still worth
the costs involved (financial and otherwise).

It might be thought that fairness requires equal treatment and therefore translates
into an equal distribution of the costs and benefits of cybersecurity. However, this is
far less obvious than may appear. People are not to the same degree vulnerable to
cyber threats so that benefits of cybersecurity measures are likely to be unequally
distributed. Moreover, it seems just (or fair) that people or organisations that (delib-
erately) exploit weaknesses in cybersecurity at the cost of others should also bear a
larger burden of the costs, if only to compensate for the harm they have done.
Another consideration is that in order to increase the total level of (cyber)security
we should sometimes be willing to accept some inequalities.

Therefore, although unequal distributions of the costs and benefits of cybersecu-
rity, or national security, are not necessarily or always unfair (or unacceptable),
fairness requires that some minimal level of basic rights, including a certain right to
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personal security, civil liberties and privacy protection, is guaranteed for all (Rawls
1999 [1971]). This again underlines the fact that in considering value tensions
between security and other values (privacy, accountability, democracy), we should
always and primarily keep in mind the effect of different choices on personal secu-
rity rather than simply focusing on national security and cybersecurity (which are
largely instrumental values). Moreover, to guarantee some minimal degree of per-
sonal security for all, we must also pay attention to privacy, civil liberties and demo-
cratic rights.

3.5 Conclusions: Beyond Security Versus Privacy

I began this chapter by stating that the framing of ethical and value issues in cyber-
security in terms of security versus privacy is unsatisfactory. In concluding, I wish
to highlight three ways in which we should go beyond this framing if the approach
in this chapter is on the right track.

First, we should consider a broader range of values. In particular, I have pointed
out that in addition to the value clusters of security and privacy, there are two other
values clusters particularly important for cybersecurity, namely fairness and
accountability. Moreover, there are those values that are related to cybersecurity in
more specific domains (or applications), such as the business domain (Chap. 6), the
health domain (Chap. 7) or the national security domain (Chap. 8). These values are
also indispensable in understanding value issues and value tensions in relation to
cybersecurity. By considering all these values, we gain a much richer picture of both
the value issues and conflicts in cybersecurity.

Second, I have argued for a contextual approach when it comes to identifying
and addressing value conflicts. This is in line with my general understanding of
values as varieties of goodness that require an appropriate response and correspond
to certain types of moral considerations and reasons. The question of what consti-
tutes a proper response to a certain value is context-specific and always requires
judgement. A value analysis of cybersecurity, therefore, requires contextual judge-
ments. Moreover, values are usually not conflicting in the abstract, but in a specific
context. Privacy and security, for example, conflict in some contexts and applica-
tions but not in others. Without a proper analysis of context, we are in danger of
understanding value conflicts in cybersecurity in too general terms, for example as
a conflict between privacy and security, which may hinder rather than help in better
addressing such value conflicts.

To better address value conflicts in cybersecurity, then, requires a superior under-
standing of what is at stake in those conflicts. This not only requires an understand-
ing of what specific values require in a specific situation but also an understanding
of why and how values may conflict or support each other. I have discussed this in
more general terms for a number of potential value conflicts in cybersecurity. It
became apparent that a crucial issue in several of these potential conflicts is what
data or information should be monitored, collected, stored and shared for what
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purposes, and who is entitled to access such data. Attaining more precision about
this type of question would be, at the very least, a step towards alleviating conflicts
between, in particular, security, privacy and accountability. In other words, we
should zoom in on what the various relevant values require in a specific situation
and how these requirements can be reconciled, for example through technical and
institutional solutions rather than very general philosophical arguments about why
security trumps privacy or vice versa.
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Chapter 4
Ethical Frameworks for Cybersecurity

Michele Loi and Markus Christen

Abstract This chapter presents several ethical frameworks that are useful for ana-
lysing ethical questions of cybersecurity. It begins with two frameworks that are
important in practice: the principlist framework employed in the Menlo Report on
cybersecurity research and the rights-based principle that is influential in the law, in
particular EU law. It is argued that since the harms and benefits caused by cyberse-
curity operations and policies are of a probabilistic nature, both approaches cannot
avoid dealing with risk and probability. Therefore, the chapter turns to the ethics of
risk, showing that it is a necessary complement to such approaches. The ethics of
risk are discussed in more detail by considering two consequentialist approaches
(utilitarianism and maximin consequentialism), deontological approaches and con-
tractualist approaches to risk at length, highlighting the difficulties raised by special
cases. Finally, Nissenbaum’s ‘contextual integrity’ approach is introduced, which
has become an important framework for understanding privacy, both descriptively
and normatively. A revised version of this framework is proposed for identifying
and ethically assessing changes brought about by cybersecurity measures and poli-
cies, not only in relation to privacy but more generally to the key expectations con-
cerning human interactions within the practice.
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4.1 Introduction

The term cybersecurity explicitly conveys its main ethical goal, namely to create a
state of being free from danger or threat in cyberspace, if we follow the general defi-
nition of the English term ‘security’ (Oxford Dictionary). However, in ethics, the
concept of security rarely plays a central role in theory building. For example, if we
search the Stanford Encyclopedia of Philosophy for ‘security’, the term only appears
in the entry under information ethics (which is the context that interests us here) and
in political philosophy, referring to the security of nation states. This is remarkable,
as from a purely biological perspective, organisms (and groups of social animals)
invest considerable resources in protecting themselves against threats. Certainly,
conditions resulting from insecurity such as harm or injustice are central topics in
ethical theorising. Nevertheless, the positive orientation aimed to overcome those
conditions refer to values like justice or benevolence, not security (probably with
the exception of social security).

Why is this? One reason could be that the term ‘security’ used in a more general
sense has certain negative connotations, particularly within ethics. These may refer
to the problems that result when security is enforced by states through coercive
capacities, to the observation that authoritarian regimes often rely on security when
actually promoting injustice, or to the more general impression that a state of secu-
rity involves a static and closed setting of societies. In that sense, within moral the-
ory security is usually not an ethical value of its own, but rather an instrumental
value to protect ethical values (but see also the considerations in Chap. 3) Thus, as
an instrumental value, security can also be unethical, when either the protected
goals or the means used to establish security are unethical. The same holds for
cybersecurity.

Cybersecurity, understood broadly, is usually considered as a whole bundle of
technologies and policies to protect the cyber-infrastructure. Following Hildebrandt
(2013), we can distinguish three main classes of technology for cybersecurity: tech-
nologies that ensure confidentiality of information (including authentication of the
intended recipients of communication); technologies that detect and counter online
threats and vulnerabilities; and technologies that detect and counter cybercrime
such as forgery, fraud, child pornography and copyright violations committed in
cyberspace. In each of those application domains, different ethical problems emerge.

Given that cybersecurity is by itself not a genuine ethical value, we may pose a
follow-up question of how to analyse the ethical questions raised by enforcing
cybersecurity. In this chapter, we present several ethical frameworks useful for ana-
lysing ethical questions that arise in the context of cybersecurity. We start with two
frameworks that are important in practice: the principlist framework employed in the
Menlo Report on cybersecurity research (Sect. 4.2) and the rights-based principle
that is influential in the law, in particular EU law (Sect. 4.3). We show that since the
harms and benefits caused by cybersecurity operations and policies are often prob-
able, rather than certain, both approaches cannot avoid dealing with risk and proba-
bility. Therefore, we turn to the ethics of risk, demonstrating that it is a necessary
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complement to such approaches (Sect. 4.4). Section 4.5 considers the ethics of risk
in more detail by considering at length two consequentialist approaches (utilitarian-
ism and maximin consequentialism), deontological approaches and contractualist
approaches to risk, highlighting the difficulties raised by special cases. Finally, in
Sect. 4.6, we introduce Nissenbaum’s ‘contextual integrity’ approach and extend it
to address all the human interactions (and not only informational exchanges) affected
by new cybersecurity applications.

4.2 Principlism

The Menlo report was intended to guide research in cybersecurity, understood tra-
ditionally as a form of investigation aimed at generalisable knowledge for the ben-
efit of society, and in so far as it deals with human subjects. However, it can also be
applied more broadly to cybersecurity operations that involve a research compo-
nent, e.g. acts of inspections and the collection of intelligence, such as those carried
out by computer emergency response teams, if there is direct interaction with a
human or if there are human data (Johnson, Bellovin, and Keromytis 2011).
Cybersecurity—*“the subdiscipline of computer science concerned with ensuring
simultaneously the confidentiality, integrity, and availability of IT systems against
the attacks of some set of adversaries” (Spring and Illari 2018, para. 1) can arguably
produce general knowledge (Spring and Illari 2018) of a particular form. The gen-
eral knowledge produced does not take the form of scientific theories, rather the
discovery and modelling of peculiar mechanisms (e.g. mechanisms that disrupt the
intended working of an information system). This knowledge of mechanisms pro-
vides, in the long run and in a patchwork way, cybersecurity experts with general
knowledge on how to detect and respond to information security challenges, and
how to improve cybersecurity defences (Spring and Illari 2018).

Principlism is a system of ethics based on a limited number of principles (usually
3 or 4) with a grounding in common-sense morality and professional ethical prac-
tice (see also Chap. 7). An instance of principlism is the Belmont Report for the
protection of human research subjects, which includes three principles: Respect for
Persons, Beneficence, and Justice. The Menlo Report (US Department of Homeland
Security Science and Technology Directorate) adapted this approach to the context
of Information and Communication Technology Research (Kenneally et al. 2010;
Kenneally and Bailey 2013), using the same principles and highlighting ways of
applying them to the cybersecurity domain.

Principlism is a form of deontology (deontology = the study of duty). The main
principles of the theory can be regarded as the sources of prima facie duties in the
sense of W.D. Ross (2002). According to Ross, an action’s moral rightness cannot
be explained in terms of its being productive of the good; rather, it should be anal-
ysed by considering prima facie duties. For example, if I fulfil my promise to you,
what makes it right that I do so is not the consequences of fulfilling my promise but
rather the fact that I promised. Of course, this is not to imply that I should respect
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my promise even when this would produce disastrous consequences. The way Ross
explains this is by claiming that the duty to ‘respect one’s promises’ is not the only
duty and it is only a prima facie duty. A person also has a duty to relieve distress,
which (in certain situations) may override the duty to keep one’s promise. The prima
facie duty to keep one’s promise makes it right to keep one’s promise if it is a stron-
ger prima facie duty than conflicting prima facie duties, or if there are no other
prima facie duties. The theory of prima facie duties is an alternative to the conse-
quentialist theory that all conflicts of duties should be resolved by asking which
action produces the most good. Instead, with prima facie duties there is no higher-
order theory to determine how conflicts of duties are to be resolved.

It is not difficult to see that the logic of Ross’s prima facie duties can be applied
to principlism. The three (or four) principles in principlism can be regarded as prima
facie duties: from the moral point of view, we always have good reasons to respect
persons, to pursue the good of others, to avoid harming them, and to act justly in the
absence of countervailing considerations. However, in practice, the duties implied
by those principles may conflict and, when this happens, the principles must be bal-
anced against each other. In the tradition of principlism, the balance of different
duties occurs according to intersubjective agreements that, as in prima facie duties
theories, are not theoretically predetermined in advance.

The principlist approach is a modest, minimalist framework that affords signifi-
cant flexibility. It leaves to the researchers, or cybersecurity operatives, the difficult
task of identifying the specific factors and circumstances that should carry weight in
deliberations concerning a concrete case and the even more difficult task of weigh-
ing these considerations against each other when trade-offs occur.

Let us now briefly introduce the three principles of the Menlo Report. Respect for
persons concerns all those cases in which data may be linked with identifiable per-
sons, e.g. data concerning communication between individuals or IP addresses which
may be linked to individuals. Respect also involves all research in which consent can
be asked and in which it is realistically considered a necessary condition of research,
for example some forms of experimental (psychological) research on human factors
in cybersecurity, performed in the lab with research subjects recruited for that purpose
(e.g. Hadlington 2017). One area of cybersecurity research that involves such meth-
ods is research on human factors of cybersecurity, which includes the experimental
study of user acceptance, confusion, frustration, cognitive workload, error/risk reduc-
tion and the optimisation of error-tolerant systems (Boyce et al. 2011). Realistically,
however, consent is often impracticable; in such contexts, the principle of beneficence
may be the basis of a duty to do research when the cost-benefit ratio clearly favours it
(Kenneally et al. 2010). The benefit principle applies in all generality to cybersecurity
research; it should be understood as the principle of maximising probable benefit and
minimising probable harm. Minimising harm also requires considering the full spec-
trum of risks to persons, including reputational, emotional, financial and physical
harm (Kenneally et al. 2010). Justice involves a distributive aspect, concerning the
fair distribution of the benefits and possible burdens of research. So for example,
research should not be designed in such a way that one group benefits from the
research while another group bears the burdens (e.g. re-identification).
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4.3 Human Rights

The idea of a balance, familiar in the context of prima facie duties, is often used to
discuss a trade-off between the extent to which human rights can be respected and
security be achieved. The existence of a trade-off implies the weighing of different
duties: e.g. which duty—protecting the security of personal information (e.g. by
favouring the diffusion of encryption technology) or preventing criminal attacks
(e.g. by limiting the diffusion of encryption technology or requiring device makers
to build back doors)—should take priority in a given context?

Note that the duty of protecting the security of personal information is here both
a duty of cybersecurity and a duty in relation to human rights (the human right to
privacy). This should not be a surprise. Indeed, cybersecurity technology that aims
to protect privacy and confidentiality, such as encryption, is in general aligned with
human rights; the threat to human rights is typically not cybersecurity, but inade-
quate cybersecurity or the lack thereof. However, there might be cases in which
cybersecurity technology for the protection of privacy and confidentiality is both a
means to privacy and a threat. Cybersecurity technologies such as encryption are
naturally accompanied by authentication (which distinguishes those who have the
right to obtain the non-encrypted information from the rest); authentication involves
certification and the management of credentials. This requires the collection of
information about individuals, which may expose users to privacy infringement.

Other kinds of cybersecurity technologies—those involved in monitoring web
trafficking and fighting cybercrime—are in more direct conflict with human rights.
Monitoring is associated with surveillance and surveillance involves threats of cen-
sorship (which can be a violation of the human right to free speech) and eavesdrop-
ping (which can be violation of the human right to due process). Moreover,
monitoring is associated with profiling. Profiling “may be used by the police or
security agencies to find criminals or terrorists; by airports to decide who to check
more carefully” (Yaghmaei et al. 2017: 29-30). Hence, profiling is associated with
potential violations of the human right against discrimination, because in profiling
“people are approached, judged or treated in a certain way because these have char-
acteristics that fit a certain profile and that are associated with certain other traits
(i.e. traits other than by which they are identified as belonging to the profile)”
(Yaghmaei et al. 2017: 29). The main ethical issue in profiling is not privacy,
although personal information may be used to build profiles. It is the fact that “pro-
filing may inflict all kinds of undeserved harm on people, from nuisance to false
accusations to even, in extreme cases, imprisonment of innocent people” (Yaghmaei
et al. 2017: 29-30). This happens because in profiling “a generalisation is made
based on limited information about a person” (Yaghmaei et al. 2017: 30). The sta-
tistical discrimination involved in any form of profiling is only in conflict with the
human right to non-discrimination when profiling involves specific (typically,
legally protected) categories:
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The fundamental right of non-discrimination concerns the prohibition of discrimination in
the context of occupation or employment, the provision of goods and services or other
important domains of everyday life such as housing, social security or healthcare. Such
prohibitions, which vary across jurisdictions, are limited to a set of grounds and do not
touch price discrimination based on economic calculation or actuarial approaches to insur-
ance. (Hildebrandt 2013, 368)

Protecting the human right to non-discrimination is one of the goals of (most)
data protection regulation and is enshrined in Chapter III of the EU Charter, which

includes [...] gender equality (Article 23) [and] also prohibits ‘[a]ny discrimination based
on any ground such as sex, race, colour, ethnic or social origin, genetic features, language,
religion or belief, political or any other opinion, membership of a national minority, prop-
erty, birth, disability, age or sexual orientation’ (Article 21). The underlying objectives of
equality and non-discrimination principles have been further pursued in the EU secondary
law such as the Equal Treatment Directive in the context of employment (Directive 2006/54/
EC) and the Directive implementing the principle of equal treatment between persons irre-
spective of racial or ethnic origin (Directive 2000/43). (Jasmontaite et al. 2017, 81; see also
Chapter 5)

The cybersecurity technologies protecting individuals from cybercrime may
conflict with human rights. Cybercrime may be defined to include four different
broad categories of crime: cybertrespass, cybervandalism, cyberpiracy and com-
puter fraud (Brey 2007). The first concerns gaining unauthorised access to data and
information systems, the second disrupting processes and corrupting data, the third
reproducing and distributing software or content which violates intellectual prop-
erty and the fourth the misrepresentation of identity or information for the sake of
deception for personal gain (Brey 2007).

The tension between the third type of cybersecurity and human rights should be
clear from the outset, for the fight against cybercrime often involves “technologies
to gain secret access to computing systems, to capture, observe and/or intercept data
and content” (Hildebrandt 2013: 371). However, gaining access to and capturing
data involves exactly the kind of cyber-threats to the privacy of information and
confidentiality of communication that the first kind of cybersecurity technologies is
designed to protect people from.

Hildebrandt (2013) observes that the expression ‘to balance’ can be used in this
context to indicate two very different concepts. In the sense of a trade-off, the con-
cept of a balance implies that it is necessary to curtail, imperfectly realise or nar-
rowly specify a right’s content in order to achieve a high enough level of security.
But the core of the human right in question should not be compromised to achieve
a marginal gain in cybersecurity and other ways of enhancing cybersecurity without
undermining rights have to be explored, even if they are significantly less efficient,
easy to realise or comprehensive. The idea of a ‘balance’ may also refer to some-
thing different from a trade-off. Balance, as in the expression of ‘checks and bal-
ances’, indicates quite a different concept. This is the idea that any increase in
security measures needs to be accompanied by a proportional increase in alternative
safeguards of the human rights, which cybersecurity risks undermining. Importantly,
balancing cybersecurity and human right, in this sense, means creating checks and
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balances to protect human rights that may be threatened by heightened cybersecu-
rity measures.

What are the rights that need to be balanced with cybersecurity? According to
Hildebrandt, those rights are privacy, data protection, non-discrimination, due pro-
cess and free speech. We have already mentioned examples involving some of these
above. With the emergence of the Internet of Things (IoT), the right to physical
integrity becomes also paramount, due to the capacity of attacks to undermine the
physical integrity of individuals whose life-sustaining functions depend on the
proper functioning of ICT mechanisms, for example in the health domain (Weber
2010; Mittelstadt 2017; Weber et al. 2018). For example, it is the physical integrity
of a person that is a stake, if a ‘black hat’ hacker—a hacker moved by malicious
intent—aims to access the software in a pacemaker in order to disrupt it and kill or
harm the person who has it (Newman 2017).

Interestingly, Hildebrandt argues that if privacy is understood as “the freedom
from unreasonable constraints on the construction of one’s identity” (Agre and
Rotenberg 1998: 7) then the other four rights are actually implied by the right to
privacy in the era of smart environments (but arguably this extension does not
include the fifth right we added to Hildebrand’s list, of physical integrity).
Hildebrandt explains the connection as follows: data collection and the profiling of
the data subject define our identity for others and make us vulnerable to be defined
by other people in ways that we would not choose to endorse; profiling enables
discrimination practices against specific individuals or types or categories or groups
of individuals—it bypasses conscious, reflective attitudes and plans that are key to
being able to use due process. Free speech is also affected by the inability to control
processes that steer our thinking (and expression) in ways that are unreflective,
sometimes even unconscious. This includes “freedom from monitoring, filtering,
and blocking of Internet traffic” (Hildebrandt 2013: 369). Of course, not all forms
of monitoring, filtering and blocking of traffic have a negative impact on the human
interests that the human right to free speech is meant to protect. The problem is,
however, that essentially the same technologies that allow an Internet service pro-
vider, for example, to inspect traffic to identify and block malware, or other illegal
content (including pirated media) may also be used to monitor and filter the contents
of speech in a politically non-neutral way, which counts as a violation to the core
interest that the human right to free speech is meant to protect. Thus, all cybersecu-
rity technologies involving the monitoring and filtering are potential threats to this
right. Interestingly, European law allows Internet service providers to inspect pack-
ages against malware and other security threats if this results from their own initia-
tives, but prohibit courts to oblige them to do so, to protect copyright (Hildebrandt
2013: 369). This example demonstrates that courts themselves (in this case the
European Court of Justice) engage in balancing (in both senses of the expression)
when interpreting the scope of fundamental human rights. In this case, the courts
may have reasoned that citizens’ interest in avoiding cybertrespass and cybervandal-
ism has sufficient weight to justify the use of monitoring and filtering technology in
spite of the risks involved, whereas citizens’ (and companies’) interests in avoiding
cyberpiracy do not. Alternatively, they may have reasoned that the monitoring and
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filtering of malware, given its nature, is less likely to imply censorship consequences
than the monitoring and filtering of content related to intellectual property.

The following example, inspired by a real-world case study (Dittrich et al. 2011),
illustrates the principlist and rights-based approach applied to the deployment of
cybersecurity technology for monitoring computer systems in a response to a cyber-
security attack.

An information warfare monitor: You are investigating a malicious botnet, the victims of
which included the foreign embassies of dozens of countries, the Tibetan government-in-
exile and multinational consulting firms. You begin your research by reviewing data col-
lected by passive monitoring of suspected victim networks, which confirms the intrusions
and identifies the malware. You collect more data from compromised computers with the
owners’ consent, monitor the command and control (C&C) infrastructure enough to under-
stand the attackers’ activities and to enable notification of infected parties at the appropriate
time, work with government authorities in multiple jurisdictions to take down the attacker’s
C&C infrastructure, and store and handle data securely. (Adapted from Dittrich et al. 2011)

An information warfare monitor poses threats to right to privacy and of free
speech of the suspected and actual victims (which may be particularly relevant for
an exiled government). These threats are posed by the passive monitoring of sus-
pected victim monitors (without consent) and subsequent data collection from the
affected computers (with consent). In terms of the principlist approach, informed
consent and notification fulfil the duty of respect of persons. In terms of the rights-
based approach, they can be regarded as a way to balance (in the sense of checks
and balances) the risk to the privacy of the victims caused from monitoring. Informed
consent, it may be claimed, reduces the vulnerability to which a privacy breach and
surveillance expose the subject of the right. Moreover, from a principlist point of
view, security measures taken in the storing and handling of data from the comput-
ers of the victim (e.g. encryption, anonymisation, etc.) fulfil the duty of beneficence
(which includes nonmaleficence as risk reduction). From the perspective of a human
rights approach, they can be seen as a way to balance (in the sense of ‘checks and
balances’) the heightened risk to privacy and informational self-determination of all
other persons that the data in the infected computers may identify.

4.4 From Principlism and Human Rights to the Ethics
of Risk

Hildebrandt advocates a legal approach (the ‘triple test’; explained below) which
involves both balancing as a trade-off and balancing as in ‘checks and balances’.
Some kind of trade-off is unavoidable when considering a rich and diversified set of
human rights, because the duty implied by respect for one right may contradict the
duty implied by respect for a different right. However, the idea of accepting a trade-
off involving a human right may appear to contradict the very idea of a right, if a
right is a side-constraint; that is, a rigid constraint defining the permissible scope of
all other moral actions (Nozick 1974), or a ‘trump card’ (Dworkin 1977); that, is a
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consideration defeating all other utility considerations. According to those views,
rights are different from other interests because they are the kind of things that soci-
eties cannot violate even when the violation clearly leads to a maximisation of
aggregate interests (Rawls 1999: 3).

However, unless rights are very few and limited in the kind of duties they entail,!
they are very likely to logically contradict each other in practical contexts. This is
especially true of human rights as they are quite numerous and tend to have signifi-
cant implications in terms of the resources and duties required by society to satisfy
them.

The way Hildebrandt and John Rawls? address the problem of trade-offs involv-
ing rights is by acknowledging the necessity of limiting rights “without losing their
substance” (Hildebrandt 2013: 375). What that means, in practice, is that one has to
draw a distinction between the core elements of a right, which ought never be sacri-
ficed (what Rawls calls “the central range of applications” [Rawls 1982: 11]) and
those elements that are peripheral and should be satisfied, when possible, and sacri-
ficed when they conflict with the core elements of another right. The hope is to be
able to achieve, in a rationally defensible way, what Rawls calls a fully adequate
scheme of rights and liberties. In doing so, pragmatic elements (what historical
experience teaches us about the co-possibility of satisfying different rights within a
coherent institutional arrangement) also play a role. However, deciding what appli-
cations of a human right are central to its meaning requires some kind of theory
about the social function of the right in question.?

Hildebrand’s triple test, which derives from an interpretation of the second para-
graph of Art. 8 of the European Convention of Human Rights (binding for the 52
states of the Council of Europe), requires that a right’s infringement “must be in
accordance with the law, necessary in a democratic society and have a legitimate
aim” (Hildebrandt 2013: 375). The necessity requirement “is understood as a
requirement of proportionality between infringing measure and legitimate aim”
(Hildebrandt 2013: 376). Proportionality is, philosophically, a difficult notion, but
in the context of Hildbrandt’s reasoning it may be interpreted, again, as a weighing

'This is arguably the case of a framework that only includes Nozickian libertarian ownership
rights. These are strict negative rights prohibiting aggression and other forms of non-consensual
interference aimed at dispossessing individuals of the fruits of their labor and of voluntary
exchanges with other individuals.

2See for instance (Rawls 1982, 1996 Lecture VII: §8—11).

3This, of course, leaves open the question of how to address a conflict of rights when the clash
involves the peripheral area of both rights, or the core area of both rights. There is no time here to
dwell on the analysis of this problem. Perhaps it is acceptable to claim that it is compatible with
respect for human rights to decide democratically which of two rights to sacrifice when both are
involved only peripherally; the real tragic case is the one of a conflict between the cores of two
rights, and perhaps a viable approach here is compensation (not necessarily only monetary). One
potential solution that appears problematic here is a maximising one (i.e. to choose the combina-
tion of rights that maximises a given parameter). Any sufficiently pluralist conception of the fun-
damental interests and values behind such rights entails that there is no single metric to be
maximised. That element of pluralism is perhaps what distinguishes, most fundamentally, a rights
approach from a utilitarian one.
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of the likelihood that, should a given privacy infringement not be allowed, an inter-
est in the central range of application of some other right will be at risk, combined
with a weighing of the likelihood that the cybersecurity measure adopted will not
undermine the overall protection of the core human interests protected by the right
in the core range of application of the right. An illustration of this could be the
interpretation offered above of a high court decision to allow ISP to monitor and
filter Internet traffic against malware and other cyberthreats, but to prohibit lower
courts to oblige ISP to monitor and filter Internet traffic against violations of copy-
right laws.

Note, however, that even in a human rights approach, it is impossible to escape
some probabilistic assessment of the risks of violating a right. Thus a right-based
theory, no less than principlism, involves the assessment of risk and probabilities at
some level of analysis. The evaluation of probabilities is explicit in the idea of risk-
benefit analysis that is also explicitly invoked by the Menlo report in the application
of the benevolence principle in practice.

It seems legitimate to conclude that the ethical assessment of cybersecurity
always depends on risk assessment of a probabilistic form. Risk-assessment is
normally understood as an aspect of the consequentialist approaches that justify
the line of action that produces the biggest net benefit. When the outcomes are
uncertain, actions and policies can only be assessed in terms of their expected net
benefit. However, beyond utilitarianism (that is only concerned with outcomes)
risk-benefit assessments are an integral aspect of any ethical framework that
assesses the morality actions also in relation to their outcomes; for example, it is
invoked by most interpretations of the duty of beneficence in principlist approaches
in research ethics. Note that the Menlo Report states very clearly that the risk-
benefit assessment under the heading of beneficence is not meant to be restricted
in scope to research subjects. Instead, “[...] researchers should systematically
assess risks and benefits across all stakeholders. In so doing, researchers should be
mindful that risks to individual subjects are weighed against the benefits to society,
not to the benefit of individual researchers or research subjects themselves”
(Dittrich and Kenneally 2012 L 9).

Balancing a cybersecurity measure that poses a threat to privacy with heightened
privacy guarantees requires an assessment of proportionality between the risk that a
cybersecurity measure is meant to protect society against and the threat (free speech,
due process, non-discrimination or data protection) that it constitutes against a
human right. This presupposes a consideration of the probability of the violation of
aright in the core area of application of such right.

4.5 Cybersecurity and the Ethics of Risk

In what follows, we shall consider a single cybersecurity case as a way of illustrat-
ing different approaches to the ethics of risk.
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Responding to ransomware: You are the leader of a CERT team and you have identified
ransomware (a software virus that encrypts the data in the computers infected and directs
the victims to a payment service where, after paying 1000€, the victims can obtain the
decryption key). You know that a partner software company has already begun to code an
algorithm to decrypt the data; you estimate that the company has a 65% chance of success
within one month (and a 0% chance of succeeding later). At the moment, 1000 computers
are affected, all belonging to the network of an important hospital. Unfortunately, it is
impossible to reconstruct what data was saved in each computer and the date of the latest
backup. The probability that an alteration or deletion of data in a single computer will cause
the death of a patient is 1/1000 for each device.

You can choose one of two response strategies:

— Policy A: you quarantine all the affected computers and shoot down the payment
servers. These measures, with foreseen 100% efficacy, will prevent the spread of
the infection and reduce the incentives for attackers to involve other computers
in similar attacks in the near future. However, the malware is designed to detect
your response and retaliate to it. It will irreversibly introduce random changes in
the data in ways that are extremely hard to detect, or simply delete it. It is not
possible to identify the data causally linked to the lives of patients in a reasonable
amount of time.

— Policy B: you do not isolate the affected system and do not bring down the pay-
ment server; after one month, either you have obtained the decrypting tool with
no losses; or you have not, in which case the infection will have spread to other
1,000,000 computers, with an expected aggregate economic loss for your society
of €400,000,000, mostly consisting of donations of €500 to the hackers.

4.5.1 Expected Utility Maximisation

According to the moral theory of utilitarianism, the moral appraisal of any action is
solely a function of the utility consequences of that action, i.e. of the sum total of
well-being (or happiness) produced. (The net amount of aggregate well-being due to
an action may also be negative if well-being losses are greater than gains.) Three
features of utilitarianism are worth noticing: it is consequentialist, welfarist (the ethi-
cal appraisal of consequences only considers the well-being of sentient beings
involved) and aggregative (individual losses of well-being to one individual may be
compensated by greater gains to others). Utilitarianism is also a strictly maximising
theory: the right action is the one that maximises well-being in the aggregate. Even an
action that produces a net gain of well-being relative to a previous state of the world
is wrong, if a different action leading to a greater increase of utility is feasible.
Since the consequences of virtually every action are to some degree uncertain,
any action-guiding version of utilitarianism must not assess actions based on the
outcome that actually materialises. The action-guiding version of utilitarianism pre-
scribes the maximisation of aggregate expected utility, by which one means the
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probability-weighted average of utility in all possible states of the world that an
action could cause.

The ethical dilemma for our case is to compare an expected disutility of
€260,000,000€ (65% chance of a possible €400,000,000 damage if the decryption
tool is not developed) with the probability of causing one or more deaths. The prob-
ability that no single computer is essential to the life of a patient is (999/1000)'°%,
which entails a 1—(999/1000)!°®° —roughly a 63%—chance that one person will die
because of the first policy. Thus, policy A imposes a significant risk to a single indi-
vidual. As a guide to cases like this, the guidance by utilitarian risk-benefit assess-
ment strikes some as counterintuitive. It requires the decision-maker to compare a
high expected likelihood of death, for a single person, with aggregate disutility for
a large group, formed by individuals each of whom suffers a very small loss com-
pared to death. It may seem plausible that, no matter how large in the aggregate, the
sum of many small individuals losses cannot justify imposing a high risk of death
for a single person. Utilitarianism, however, implies that the opposite must be the
case: no matter how valuable a personal life (assuming a finite value), the aggregate
of small damages inflicted to a group will count for more, if the group is large
enough.

4.5.2 The Maximin Rule

A close relative of utilitarianism (or better, expected utility consequentialism) is
what one may call maximin consequentialism. According to the maximin rule, in
Hansson’s formulation:

the utility of a mixture of potential outcomes is equal to the lowest utility associated with
any of these outcomes. (Hansson 2003: 296)

The ‘mixture’ of the potential outcomes of an action is the set of all outcomes
whose probability of occurring is more than zero. The maximin rule orders the
desirability of actions according to the desirability of their worst possible outcomes.
The algorithm for the cybersecurity professional in the case at hand is:

1. assess the total utility of the worst outcome (O,) associated with A, considered
as if it were certain;

2. assess the total utility of worst outcome (Og) associated with B, considered as if
it were certain;

3. if U(O,) > U(Og), choose A; if U(O,) < U(Og), choose B, if U(O,) = U(Og) draw
a lottery with a 50% chance of A and B.

The worst outcome for action A is the certain death of one person; the worst
outcome for action B is a certain damage of €400,000,000. The maximin approach
requires that we compare the two outcomes and choose the lesser of the two. Note
that this approach suffers from an objection analogous to utilitarianism, namely
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that, unless an individual life has an infinite moral value, it may justify the sacrifice
of a human life to avoid a large sum of individually limited economic damages.

Maximin is also subject to another objection. Suppose that O, is an outcome
with a very small probability, e.g. a 1/1,000,000,000 chance of causing non-
permanent health damage to all patients, amounting to a loss of 1,000,000,000€ in
medical expenses and compensation. Utilitarianism entails that O, should be cho-
sen, because the expected disutility of Og, being certain, is much higher, than the
disutility of O,, which is discounted by its low probability. Maximim requires
choosing Og, because it does not discount the disvalue of O, because of its low
probability. Many would find utilitarianism more plausible than Maximin, given
that in everyday life we consider it rational to engage in activities, such as crossing
the street, which have a very small probability of leading to very bad outcomes
(death after being hit by a car), even for the sake of a very small utility gains (e.g.
purchasing ice cream).

Arguably, a significant proportion of those who believe that an individual life
should be considered more important than a loss of €400,000,000 (distributed in
small €500 losses for each individual), may nonetheless agree that strategy A is
justifiable, given that the risk of causing death is so small. For example, we allow
people to drive cars, in spite of the fact that allowing car driving increases the risk
of death for innocent pedestrians, which may in fact be higher. Maximin consequen-
tialism, however, obliges you to base your decision on what the worst possible out-
come is for each scenario, in a method that is totally insensitive to its probability.

Therefore, the problem with this approach is that it would prohibit all cybersecu-
rity measures that have some probability, no matter how low, of causing very signifi-
cant harm as a side-effect (no matter how unlikely the causal chain that would lead
to such outcome). Another problem is the difficulty of enumerating the low-
probability events that may be associated with a given policy. As Hansson points
out, we have to stop considering low-probability events that may follow from our
actions at a certain point, and there may be no non-arbitrary cut-off point. This
would introduce a degree of moral arbitrariness in the moral evaluation of such risks
that counts against adopting the Maximin rule (Hansson 2003: 296).

4.5.3 Deontological and Rights-Based Theories

Deontological approaches are typically built around a list of morally prohibited
acts, that is, acts that are prohibited no matter what, i.e. irrespective of the conse-
quences. Suppose, for example, that it is not permissible to expose the private health
condition of an individual to the public against his consent. A strict deontological
moral system entails that it is always wrong to do so, even if, let us suppose, know-
ing this information would allow millions of shareholders of a company led by the
sick man to reduce their exposure to financial risk. Let us refer to the acts that are
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prohibited—even when they would maximise utility—as ‘violations of deontologi-
cal constraints’. Deontological approaches to risk claim that moral agents act
wrongly if acting involves a non-null risk of violating a deontological constraint.

(Absolutist) rights-based theories are similar to deontological theories, but they
are framed in a manner that shifts our attention to the person obligations are owed
to, rather than to the agent who is obligated. If persons have rights, certain things
cannot be done to them no matter how good the general consequences, while other
things are owed to them, no matter what the costs are. By extension, rights-based
theories of risk claim that moral agents ought not to perform actions that have a
more than a null risk of violating the rights of other people. For example, every
innocent person may be believed to have a negative right to life, entailing a duty of
other people not to act in ways that would cause that person to die.

Let us move to a more rigorous formulation of such views. Following Hansson,
let us define:

Probabilistic absolutism:

[for deontological theories]: If it is morally prohibited to perform a certain action, then this

prohibition extends to all mixtures in which this action has non- zero probability.

[for rights-based theories]: If someone has a moral right that a certain action not be per-

formed, then this right extends to all mixtures in which this action has non-zero proba-
bility. (Hansson 2003: 298)

In Hansson’s terminology, mixtures are value carriers (actions, outcomes). For
example, in the CERT case, the CERT manager is addressing the following two
mixtures:

A: shutting down the payment server, limiting the range of computers affected by ransom-

ware and indirectly causing a person’s death;

B: not shutting down the payment server, allowing ransomware attacks to continue and

allowing economic damage to occur.

According to probabilistic absolutism, if ‘indirectly causing an (innocent) per-
son’s death’ is impermissible, then every act that has a small probability of causing
a person death is impermissible too. Thus, probabilistic absolutism prohibits A even
when the probability of harming a patient is very low (e.g. equal to or less than
0.001% in the variation of the ransomware scenario discussed in Sect. 4.5.2).

The problem with this theory is that it is, in general, too demanding for the moral
subject who, by virtue of some apparently innocent act, associated with some terri-
ble outcome by virtue of a very unlikely chain of events, risks violating his duties.
It also prevents the execution of many acts of beneficence (often attempts to do the
good have a very small probability of doing some evil). Often, agents will face a
dilemma in which they will violate duties whichever option they choose.

Some of the implausible consequences of probabilistic absolutism are avoided
by risk-deontological and risk-rights-based theories acknowledging a probability
limit.

Probability limit for risk-deontological theories: Each prohibition of an action is associated

with a probability limit. The prohibition extends to a mixture that contains the action if and
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only if the action has, in that mixture, a probability that is above the probability limit.
(Hansson 2003: 298)*

In the threshold approach, risk-deontological (or risk-rights-based) constraints
generate moral duties only if the risk of violating a deontological constraint (or
another person’s rights) is higher than a given threshold value. Therefore, it is legiti-
mate to ignore risk-deontological (or risk-rights-based) prohibitions when we do
actions that only have a very low chance of causing violations of these constraints.

This approach may seem to deliver a reasonable method to assess the scenario
described above. With a probability threshold set to 5%, policy A would be
impermissible in the first case discussed (where the risk of death of a patient was
>60%) but not in the second one (where the probability of health damage was
extremely low).

The main problem with the theory is that it appears difficult to justify such
thresholds (e.g. how low should the probability of killing an innocent be to allow it
to occur?). Not only it is difficult to justify a single threshold, but it seems even
harder to justify different thresholds for different types of harm (e.g. how high
should the threshold for allowing economic damage be set, in comparison to the
threshold for causing death?) a priori.

Justice theories may explain some intuitions concerning the imposition of risk.
Some of these theories imply that it is ceteris paribus ethically wrong to impose risk
on individuals who are already vulnerable to risk instead of targeting less vulnerable
people (Wolff and De-Shalit 2007; Ferretti 2009, 2016). For example, if a threat
exists that could lead to the irremediable loss of equally sensitive data, it is ceteris
paribus wrong to let the risk be imposed on poor instead of wealthier people. This
is because, for the former, losing €500 due to the ransom may involve a significant
sacrifice of economic security, which may increase their exposure to other kinds of
risk (e.g. tackling disease or unemployment). Ferretti’s (2016) theory focuses on
total risk, suggesting that the threshold level should be different when duties affect
persons in circumstances that already add to/reduce their total risk level. Similar
implications can be drawn from capability-based theories of disadvantage and risk
(Wolff and De-Shalit 2007; Murphy and Gardoni 2012).>

These non-deontological theories explain intuitions, which may be quite wide-
spread, that what counts as an “acceptable level of risk” depends on both the kind
of risk in question and the situation of the person affected by this risk. In contrast
to the latter, risk-deontological (or risk-rights based) theories of risk assume an
equal risk-threshold for all. The risk-deontological approach as such does not provide

*The probability limit for rights-based theories can be defined along similar lines.

>These theories measure the impact of risk in terms of their impact on capabilities, defined as genu-
ine opportunities to achieve valuable functionings (Sen 2009; Nussbaum 2006). The approach by
Wolff and De Shalit (2007) focuses in particular on the fact that certain categories of risks tend to
affect more than one capability. It attributes more harmful effects to ‘cross-category risks” and
‘inverse cross-category risks’.
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any principled guidance to assign different levels of risks in different cases.® In
order to justify a different risk threshold, one needs to appeal to some independent
conception of fairness in risk distribution. One last approach we will consider is the
one provided by contractualism.

4.5.4 Contractualism and Risk

Aggregative views in general (not just aggregative views on risk) are exposed to
peculiar counterexamples; the cybersecurity response to ransomware in Sect. 4.5.1
may be taken as one such example. The cybersecurity response A, which imposes a
65% risk that a person will die, seems morally objectionable because the sum of
individual small losses, no matter how large, cannot justify imposing a significant
risk of death to a single person.

The philosopher Thomas Scanlon has proposed contractualism as an alternative to
utilitarianism. Contractualism compares the strength of the individual claims without
aggregating them (Scanlon 1998: 235). Scanlon’s way of comparing individual com-
plaints has later been labelled the MiniMax Complaint principle, which states that
“when we would not be violating any moral constraints, we are morally required to
act in the way that minimises the strongest individual complaint” (Horton 2017, 55).
In our example, the relevant complaints concern (a) the life of one individual person
whose medical treatment depends on the integrity of the encrypted data and (b) the
individual loss of €500 of one individual, not yet affected, who will end up paying a
ransom for his encrypted data if further attacks are not prevented by shooting down
the payment server. Since the complaint against death is greater than the complaint
against a ransom, one ought not to quarantine the computers and to shoot down the
payment servers.

There is a lively philosophical debate on how to interpret the MiniMax Complaint
principle in cases involving risk. Consider the choice between two vaccines, assum-
ing that choosing either one is necessary to avoid the spread in the population of an
epidemic that will unavoidably kill everyone on Earth. Vaccine A has a one in a
million chance of killing the user as a side effect; vaccine B leads to the certain
paralysis of one limb for all users. The ex post version of the MiniMax Complaint
(Scanlon 1998; Reibetanz 1998; Otsuka 2015), requires choosing B, since it adopts
the perspective of a person who is certainly going to die as a result of A. Here it is
assumed that in a population of several billion people it is almost certain that some-
one will die, but the identity of this person cannot be known in advance. In the ex
post approach, the claim of the statistical individual who will unavoidably die is
stronger (for ex post contractualism) than the claims of every person who, if the

®However, they can be used to represent all the appropriate beliefs. For example, a deontological
theory can be a simple list of many different duties and rights, associated with specific probabilities
specified at the level of concrete situations.
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other vaccine is chosen, will only end up paralysed. Many find this
counterintuitive.

An alternative theory is ex ante contractualism (Lenman 2008; James 2012;
Frick 2015). A simple ex ante version compares complaints in terms of expected
harm, that is to say, the outcome is weighted by the probability of its occurrence.
Thus, the risk of 1 in a billion chance of losing life may be considered weaker than
having a paralysed limb with full certainty. Thus the ex ante view justifies using
vaccine A. This is considered more plausible by those who think, for example, that
compulsory vaccination for non-lethal diseases is not necessarily morally wrong,
even it is known in advance that some people will die because of lethal
complications.

Ex ante contractualism may appear to have plausible implications in the case of
a CERT’s response to ransomware. When the risk of a patient’s death (for each
patient) is very low, it entails that it is permissible to quarantine the system and put
the server used for the payments of the ransom offline. When the risk is significant,
it prohibits sacrificing the patients.

But even ex ante contractualism has detractors. The objections against it can be
explained more easily by focusing on a different case:

A choice of anti-malware: You are dealing with malware that turns the affected computers
into nodes in a botnet performing a distributed denial-of-service attack against servers in an
important hospital, which risks placing the lives of its patients at risk. You have three anti-
malware tools in your arsenal, all of which are effective against the malware. However, the
malware is designed to retaliate by wiping out the entire hard disk, as soon as it is discon-
nected from the malicious server. A preliminary study of the malware shows that it could be
fought with three different software approaches. Each of them fails in specific ways to limit
the damage. Due to time and resource constraints, you can develop only one of these before
the malware spreads, causing morally intolerable human damage. Which one do you
develop?

— Anti-malware 1: it protects all computers but deletes all Excel and Word files
during installation.

— Anti-malware 2: it only works on non-Apple operating systems, which entails
that Apple systems will have to be quarantined (and will lose all data). Ten per-
cent of the computers in the botnet are Apple ones.

— Anti-malware 3: it works perfectly on all computers, except on those with some
specific UUIDs, Universal Unique Identifiers, assigned by the malware itself. It
is impossible to determine the UUID generated by the malware without trigger-
ing a malware response that would erase all data. Hence, for every practical
purpose, the UUID of each infected computer can be considered unknown and
unknowable. It is known, however, that the malware will wipe out all the data if
the last numerical digit of the UUID it assigned to device is 0. Since every Arabic
numeral has the same chance of being the last numerical digit in these UUIDs,
every computer has an ex ante 10% probability of being wiped out completely
and a 90% probability of being rescued completely.

Let us begin by comparing Anti-malware 1 vs. 2. Ex ante contractualism here
entails weighing the ex ante complaint of Mac users (having the hard-disc com-
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pletely wiped out) vs. the ex ante complaint of other users (having only text and
spreadsheet files deleted), considered individually. Since Mac users have the
strongest ex ante complaint (they are 100% sure of having all their files deleted),
contractualism requires that you choose anti-malware 1. In the imaged scenario,
Apple software runs on 10% of the affected computers; note, however, that contrac-
tualism would have implied the same response if there had been a single Mac user
in the botnet.

Let us now consider anti-malware 1 vs. anti-malware 3. Suppose that you have
established empirically that each computer owner strongly prefers a lottery with a
90% chance of rescuing the data and a 10% probability of losing all data in the
computer, compared to the certain loss of all their text and spreadsheet files. Ex ante
utilitarianism entails, in this case, that you ought to choose anti-malware 3.

Is the choice of malware 3 morally unobjectionable? Similar cases in moral phi-
losophy have been criticised for two reasons. First, it treats identified individuals,
such as owners of Mac computers, differently from statistical individuals, e.g. own-
ers of computers with a UUID whose last numeral digit is 0, whose identity can be
determined only after they suffered from the harm. However, the difference between
statistical individuals and identified individuals seems entirely morally arbitrary—
in no way are statistical individuals less worthy of respect. Second, it uses statistical
individuals as means: their interests are sacrificed to promote the aggregate good
(Riiger 2018).7

In summary, it seems reasonable to expect that some situations faced in cyberse-
curity analysis and operation deal with outcomes that are not certain, but to which
probabilities (often, mere subjective probabilities) can be assigned. Unfortunately,
utilitarianism suffers from known objections (sacrificing the individual for the
greater good) and there are hard cases in which the most intuitively plausible ver-
sion of contractualism is no different from utilitarianism in this respect.

4.6 Contextual Integrity

Contextual integrity is a framework for understanding privacy, both descriptively
(i.e. why do people find some technologies upsetting?) and normatively (should
society favour the introduction of certain technologies?) (Nissenbaum 2004, 2009).
The main insight of this theory is that privacy violations consist of violations of
social norms concerning the transmission of information between persons. The rel-
evant social norms are specific for the social contexts/practices and the social roles
that individuals have within those practices. For example, the transmission of infor-
mation between patient and physician in a hospital, spouses within a family, priest

"Philosophers have tried to avoid these types of problems by providing more sophisticated formu-
lations of both ex ante and ex post versions of contractualism. All appear to be vulnerable to coun-
terexamples and, for this reasons, it has been argued that the Minimax Complaint view should be
abandoned altogether when dealing with risk (Horton 2017).
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and confessor within the church, employer and employee within a company, police-
men and citizen within the state, need not be (and usually are not) governed by the
same informational norms. Individuals have privacy when established expectations
concerning the way information should be transmitted are respected—this is com-
patible with people expecting different people in different contexts to handle their
information in very different ways. However, not all changes of social norms and
expectations concerning information should be considered violations of privacy
since, as we shall see, some changes in informational norms may be justified, all
things considered.

Contextual integrity is a mildly conservative theory. The violation of a contextual
integrity norm provides a prima facie case for considering a new practice (e.g. the
introduction of a new cybersecurity technology) as a sensitive privacy issue.
However, the overall evaluation of the innovation may turn out to be justified in the
end. Thus, the theory has a conservative bias, but it does not support conservative
prescriptions in every case. Violating established expectations can be significantly
harmful,® but it may not be wrong overall. The conservative bias of the theory can
be overcome by pointing out, following the work of Michael Walzer (1983), that a
transformation even in an established social norm can provide a more sensible
method to achieve the goals that actors in a practice are set to achieve, without alter-
ing the most general relevant principles applying to the domain, and without violat-
ing the fundamental rights and interests of all those affected (Nissenbaum 2009:
Chap. 8).

In recent work (2009), Nissenbaum explains how to use the theory as a basis for
the empirical analysis of technologies that are perceived as raising a privacy prob-
lem; the feeling of a technology being problematic is explained as a consequence of
its violation of expectations concerning information, given the existing context-
relevant social norms. The moral assessment is driven by the assessment of the goal
of the practice and the framework of more general principles and values applying
across domains. Nissenbaum’s privacy as contextual integrity is directly relevant to
assessing cybersecurity technologies whose goal is to ensure the confidentiality of
information. It is also pertinent to assessing technologies for detecting online threats
and counter cybercrime, since such technologies are likely to affect the way infor-
mation is accessed and used as a side effect.

8 Nissenbaum (2004, Chap. 8) justifies the conservative inclination of the theory by considering
arguments for conservativism provided by the radical utilitarian philosopher Jeremy Bentham
(1747-1832) and the conservative philosopher Edmund Burke (1729-1797). Bentham argues that
laws contradicting established ones tend to undermine the sense of security that derives from estab-
lished expectations about the law. Thus, radical legal innovations could bring about—at least dur-
ing the transition to a new legal regime—a utility loss, making it more difficult for agents to plan
rationally in the pursuit of their own goals. Burke, on the other hand, considers established customs
as the product of accumulated wisdom, which normally exceeds the ability of the individual minds
to build models of social interactions and solutions for social problems that work in practice.
Arguably, both arguments apply also to abrupt changes in conventional norms concerning
information.
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Moreover, some aspects of Nissenbaum’s framework can be expanded and
applied beyond its original scope, i.e. privacy. In particular, let us assume that the
moral importance of contextual integrity derives from the value (in terms of
security, peace of mind and the ability to rationally plan one’s life) of fulfilling
expectations. If so, there is no reason to consider only expectations connected with
informational norm, as Nissenbaum’s approach does. Her theory can be gener-
alised into a more overarching theory that requires cybersecurity agents to consider
established social norms and expectations concerning the actions (e.g. ‘investigat-
ing a crime’, ‘assessing the trustworthiness of an employee’, ‘responding to an
emergency in a patient’) and not only those associated with the way information is
accessed, transacted and used.

We thus conclude this essay by sketching a methodology for the ethical assess-
ment of cybersecurity technology, which is essentially a version of Nissenbaum’s
contextual integrity privacy framework (2009: Chap. 9), extended to include social
norms and expectations affecting all human interactions that are constitutive of an
established social practice. The approach applies to all cases in which the adoption
of a cybersecurity policy, or technology, affects the way information is exchanged.
It also applies to all cases in which it affects the relations between people with
established roles (roles linked to stable expectations) within the institution (e.g.
hospital, company) or practice (e.g. diagnosis, marketing) that is affected by them.
Following Nissenbaum, the framework consists of the following steps:

1. Establish the prevailing context of the cybersecurity measures in question (e.g.
finance, law-enforcement, administration, business, medicine or some combina-
tion of more than one context);

2. Ascertain the information attributes (e.g. citizen’s name, age, amount and entity
of commercial transactions, purchase type) affected by the cybersecurity mea-
sures proposed; ascertain what aspects of human interactions (which are not
defined by informational exchanges) are affected

3. Determine what changes in the principles/social norms governing the transmis-
sion of information are foreseeably due to the cybersecurity measures; determine
other foreseeable changes in human interactions and modalities of operation in
practice;

4. Red flags: if the new cybersecurity measures generate changes in the actors (e.g.
client, financial institution employee, police investigator, nurse, physician), attri-
butes (e.g. the kind of information/interaction affected) or relevant social norms,
flag the measure as a prima facie violation of the contextual integrity of the
domain in question. This counts as a prima facie violation and counts against the
measure unless it can be justified in steps 5 and 6 below.

5. For a technology that has raised a red flag, determine what are the socially valu-
able goals and the core EU values and rights affected by the change in informa-
tional norms and expectations concerning the social interactions that have been
detected;
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6. For a technology that has raised a red flag, determine if the changes caused in
this way improve the prospects of the actors to achieve the valuable goals of the
practice; determine also whether they conflict with core EU values and rights.

4.7 Conclusions

This chapter presented several ethical frameworks for evaluating cybersecurity
threats, countermeasures and policies. The chapter began with an examination of
two influential approaches, the principlist approach (especially influential for the
ethics of cybersecurity research) and the human rights approach (especially impor-
tant for the law, in particular EU law). Both approaches are non-utilitarian, in that
they do not define as morally right, or morally required, those cybersecurity acts (or
policies) that maximise the good, defined as a single value (e.g. utility, or happi-
ness). We then demonstrated that both these non-utilitarian approaches raise ques-
tions about the ethics of risks and present different ethical approaches to evaluating
risk. Finally, we presented Helen Nissenbaum’s contextual integrity theory both as
a framework to understand why some technological changes are perceived as prob-
lematic and as a normative approach to assess whether they count as privacy viola-
tions all things considered. We proposed a revised version of Nissenbaum’s
contextual integrity framework for identifying and ethically assessing changes
brought about by cybersecurity measures and policies, not only in relation to pri-
vacy but more generally to the key expectations concerning human interactions
within the practice.
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Chapter 5

Cybersecurity Regulation in the European
Union: The Digital, the Critical

and Fundamental Rights

Gloria Gonzalez Fuster and Lina Jasmontaite

Abstract This chapter provides an overview of the European Union (EU) policies
and legislative measures developed in an attempt to regulate cybersecurity. By
invoking a historical perspective, policy developments that have shaped the cyber-
security landscape of the EU are highlighted. More concretely, this contribution
investigates how the EU has been delimiting and constructing its cybersecurity poli-
cies in relation to different and sometimes opposing objectives, and questions what
such choices reveal about (and how they determine) the evolution of the EU’s cyber-
security policy and its legal contours. For this purpose, the major steps in the evolu-
tion of the EU’s agenda on cybersecurity are analysed, ranging from the adoption of
the 2013 Cybersecurity Strategy to other numerous norms, initiatives and sectorial
frameworks that tackle issues arising from the active use of information systems and
networks. The chapter reviews the mobilisation of multiple areas (such as the regu-
lation of electronic communications, critical infrastructures and cybercrime) in the
name of cybersecurity imperatives, and explores how the operationalisation of such
imperatives surfaced in the EU cybersecurity strategy published in September 2017.
The chapter suggests that one of the key challenges of cybersecurity regulation is to
impose the right obligations on the right actors, through the right instrument.
Reflecting on issues surrounding the current liability framework dating from the
80s, it considers how principles such as data protection by design and default as
well as the ‘duty of care’ have emerged. Finally, the chapter considers how the per-
ception of cybersecurity’s relationship with (national) security plays a determinant
role in the current EU legislative and policy debates, where fundamental rights con-
siderations, despite being acknowledged in numerous policy documents, are only
considered in a limited manner.
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5.1 Formulating Cybersecurity as a Policy Area and Its
Objectives

The publication of the First European Union (EU) Cybersecurity Strategy in 2013
marked the formal establishment of ‘cybersecurity’ as a new policy area in the EU
(European Commission and High Representative 2013). This recognition was a
long awaited development acknowledging the blurring of lines in three initially
distinct but converging policy areas of (1) network and information security
measures that target operators of essential services, and providers of critical and
digital infrastructures; (2) electronic communications, including privacy and data
protection issues; and (3) cybercrime (van der Meulen et al. 2015; Christou 2016).
It took over 20 years for a gradually growing number of scattered initiatives address-
ing issues concerning the digital environment—ranging from digital signatures and
ecommerce to cybercrime and critical infrastructure—to be recognised under an
overarching umbrella term of cybersecurity. In addition, the area has, most recently
included measures concerning cyberdefence (Christou 2016).

This chapter aims to capture the current state of the art of the cybersecurity
landscape in the EU. It does so by analysing EU policies and legislative measures in
an attempt to regulate cybersecurity; identifying the challenges of conceptualising
this policy area; reflecting on the limitations imposed on cybersecurity regulation
by the principle of conferral and the way this affects the choice of regulatory
measures and addressees of regulation; and, finally, discussing the triggers shaping
cybersecurity regulation, in particular political developments and the perception of
EU values and interests.

It is now established that a highly fragmented legal framework constitutes the
European cybersecurity policy area and that this area is bound to develop further
given the EU’s digital dependency. As suggested by Ramses Wessel, cybersecurity
forms “an excellent example of an area in which the different policy fields need to
be combined (a requirement for horizontal consistency), and where measures need
to be taken at the level of both the EU and Member States (calling for vertical con-
sistency)” (Wessel 2015: 405). Therefore, it is proposed that the five strategic EU
cybersecurity priorities listed below capture the complexity of the policy area and
provide insights into how both horizontal and vertical consistency could be attained.
The five strategic EU cybersecurity priorities are (European Commission and High
Representative 2013: 4-16):

— Achieving ‘cyber resilience’ by establishing minimum requirements for the func-
tioning, cooperation and coordination of national competent authorities for net-
work information systems.

— Reducing cybercrime by (a) ensuring a swift transposition of the cybercrime
related EU Directives, (b) encouraging ratification of the Council of Europe’s
Budapest Convention on Cybercrime (Council of Europe 2001), and (c) funding
programmes for the deployment of operational tools.
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— Developing cyberdefence policy and capabilities related to the Common Security
and Defence Policy (CSDP) by (a) assessing operational EU cyberdefence
requirements, (b) developing the EU cyberdefence policy framework, (c) pro-
moting dialogue and coordination between civilian and military actors in the EU,
and (d) facilitating a dialogue with international partners.

— Developing the industrial and technological resources for cybersecurity by (a)
establishing a public-private platform on Network and Information Security
(NIS) solutions, (b) providing technical guidelines and recommendations for the
adoption of NIS standards and good practices, and (c) encouraging the develop-
ment of security standards for technology ‘with stronger, embedded and user-
friendly security features’.

— Establishing a coherent international cyberspace policy for the EU and promot-
ing core EU values by mainstreaming cyberspace issues into EU external rela-
tions and Common Foreign and Security Policy (CFSP), and by supporting
capacity building on cybersecurity and resilient information infrastructures in
third countries. More specifically, the EU should ensure that its consultations
with international partners on cyber issues are designed to complement the exist-
ing bilateral dialogues between the Member States and third countries. These
consultations shall be driven by the EU core values of human dignity, freedom,
democracy, equality, the rule of law and the respect for fundamental rights.
Following the objectives of this priority, the EU aims to attain a high level of data
protection, including the protection of personal data transferred to third
countries.

In summary, the term ‘cybersecurity’, from an EU perspective, entails a combi-
nation of cyber resilience, cybercrime, cyberdefence, (strictly) cybersecurity and
global cyberspace issues.

By identifying these five distinct priority areas, the 2013 Strategy aimed “fo
make the EU’s online environment the safest in the world” (European Commission
and High Representative 2013) —somehow challenging the cliché that no technical
environment is 100% secure. It is hard to measure the current cybersecurity capacity
at the EU level and whether it effectively results in the safest possible online envi-
ronment. Two ransomware attacks known under the names of WannaCry and Petya
(malware) that broke out in 2017 indicated that many improvements, in particular in
terms of the response and cooperation among different actors concerned with cyber-
security at EU and national level, could still be made.

The two mentioned attacks are also interesting to consider from another perspec-
tive. They constitute a particularly good demonstration of a series of characteristics
of cybersecurity as a policy area. First, this policy area recognises that cyber-attacks
are the new reality and that such attacks not only can have cascading effects that are
hard to predict and but that they may also cripple many more organisations in
Europe than anticipated. At the same time, the recognition of the seriousness of
cyber-attacks increases in the aftermath of cyber-incidents that inflict damage on
EU-based businesses. Secondly, tackling cyber-attacks requires close cooperation
between well-established networks composed of both public and private entities.
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Thirdly, ineffective cybersecurity policies may obstruct the smooth functioning of
the Digital Single Market, which in turn may have detrimental monetary implica-
tions for individuals, businesses and the public sector.

In autumn 2017, preceding the mentioned two cyber-attacks, the European
Commission (EC) and the High Representative of the Union for Foreign Affairs and
Security Policy published a Joint Communication to the European Parliament and
the Council of the European Union titled Resilience, Deterrence and Defence:
Building strong cybersecurity for the EU (the Second EU Cybersecurity Strategy or
2017 Joint Communication) which built on previous initiatives and sectorial frame-
works, such as the legal frameworks for telecommunications, electronic commerce
and electronic signatures, policy and regulatory measures, which have traditionally
delineated the fragmented landscape of EU’s approach to cybersecurity. The Second
EU Cybersecurity Strategy emphasised the need for measures that would allow
(1) building greater EU resilience to cyber-attacks, (2) facilitating detection of
cyber-attacks, and (3) strengthening international cooperation on cybersecurity
(European Commission and High Representative of the Union for Foreign Affairs
and Security Policy 2017).

The 2017 Joint Communication illustrates well the evolution of the EU’s under-
standing of the cybersecurity landscape. It also foresees that for the conventional
idea of cybersecurity being a multi-stakeholder responsibility to be implemented in
the EU, “multiple layers of government, economy and society should be involved”
in order to improve cybersecurity capacity (European Commission and High
Representative of the Union for Foreign Affairs and Security Policy 2017, 3). For
this purpose, the Second EU Cybersecurity Strategy insists on having “more robust
and effective structures to promote cybersecurity and to respond to cyber-attacks in
the Member States but also in the EU’s own institutions, agencies and bodies”,
which to some extent delineates the scope of the EU cybersecurity area (European
Commission and High Representative of the Union for Foreign Affairs and Security
Policy 2017: 3). Similarly important is the call for “a more comprehensive, cross-
policy approach to building cyber-resilience and strategic autonomy, with a strong
Single Market” which receives stronger emphasis in comparison with the First EU
Cybersecurity Strategy (European Commission and High Representative of the
Union for Foreign Affairs and Security Policy 2017: 3). The Second EU Cybersecurity
Strategy, despite not being a legally binding instrument, also clarifies the roles of
different EU agencies shaping the cybersecurity policy area.!

From a legal perspective, particularly relevant is the Second Cybersecurity
Strategy’s willingness to address liability questions in cybersecurity (European
Commission and High Representative of the Union for Foreign Affairs and Security
Policy 2017: 6). The Second EU Cybersecurity Strategy, following up on the Mid-
Term Review on the implementation of the Digital Single Market Strategy which
was published in spring 2017, highlights the need to analyse the implications of new

"In particular, the European Union Agency for Law Enforcement Cooperation (Europol), the
European Union Agency for Law Enforcement Training (CEPOL) and the European Union Agency
for Network and Information Security (ENISA) in the domain of cybersecurity.
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technologies and to take steps to address the risks that they create. The Second EU
Cybersecurity Strategy does not elaborate on such implications but instead relies on
statements made in the Mid-Term Review—the high-level policy document repre-
senting positions of different units of the Commission working within this area. The
Mid-Term Review refers to security challenges caused by Internet of Things (IoT)
based applications, including “the safety of connected systems, products and ser-
vices, as well as for businesses’ liability” (EC 2017b: 11).? The Mid-Term Review
explains that “[f]aulty sensors, vulnerable software or unstable connectivity may
make it difficult to determine who is technically and legally responsible for any
ensuing damage” (EC 2017b: 11). In this, the EC vows to revise the existing legal
framework to address ‘“new technological developments (including robotics,
Artificial Intelligence and 3D printing), especially from the angle of civil law liabil-
ity and to take into account the results of the ongoing evaluation of the Directive on
liability for defective products and the Machinery Directive” (EC 2017b: 11).

The need to address liability in this context then resurfaces in the 2018
Communication on Artificial Intelligence, where it is highlighted that ‘[a]s with any
transformative technology, some Al applications may raise new ethical and legal
questions, for example related to liability” (EC 2018: 2). Liability was also referred
to as a concern of cloud computing contracts (EC 2012). The frequency at which
liability questions remerge in policy debates and documents suggests that it is a
principled issue that requires legal consideration.

5.2 A Virtuous But Vicious Circle of Regulation:
From Cybersecurity Law to Policy and Vice Versa

It is interesting to note that whereas the two EU Cybersecurity Strategies followed
the adoption of numerous legislative measures concerning cybersecurity, they put
forward policy objectives which subsequently resulted in legislation, namely the
Network and Information Security Directive and the Cybersecurity Act, which fur-
ther clarifies the role and mandate of the European Union Agency for Network and
Information Security (ENISA). Building on this observation, we suggest that the
cybersecurity area revives itself by both law and inter-area policy measures. Policy
measures from various policy areas eventually led to changes and adjustments in
various EU legal frameworks and vice versa. The following paragraphs provide two
illustrative examples supporting this claim.

First, while the Second EU Cybersecurity Strategy proposes to set up an EU
certification framework that would benefit both business and the users, the details
over the envisioned certification framework that would “inform and reassure

2Whereas the word ‘safety” at first glance may seem to be displaced and the term ‘security” would
have been a better fit, it reflects the very carefully selected language of the EC. The use of this term
establishes a link with the General Product Safety Directive 2001/95/EC and The Radio Equipment
Directive 2014/53/EU.
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purchasers and users about the security properties of the products and services they
buy and use” are provided in the proposal for a Cybersecurity Act (European
Commission and High Representative of the Union for Foreign Affairs and Security
Policy 2017: 5). This framework, though it would not result in “any immediate regu-
latory obligations”, would allow certification and conformity self-assessment of
ICT products and services.?

The mention of the ‘duty of care’ principle in the Second EU Cybersecurity
Strategy is the second example, which reflects a vicious circle approach to cyberse-
curity regulation. Stakeholders are encouraged to explore this principle as it may
lead to “a range of methods from design to testing and verification”, which could
potentially tackle and minimise software vulnerabilities (European Commission
and High Representative of the Union for Foreign Affairs and Security Policy 2017:
5). The rationale of this principle was to a certain extent already pursued in the
Network and Information Security Directive adopted in 2016—a year before the
Second Cybersecurity Strategy was published. More specifically, the ‘duty of care’
principle is anchored in Article 14 of the NIS Directive, which obliges Member
States to foresee security requirements and incident notification requirements for
operators of essential services (e.g. providers of electricity or water). More specifi-
cally, entities that have been identified as operators of essential services by Member
States have to take appropriate measures that would enable the prevention and mini-
misation of the “the impact of incidents affecting the security of the network and
information systems used for the provision of such essential services, with a view to
ensuring the continuity of those services” (European Parliament and Council of the
European Union 2016: Article 14.2). The same provision also requires operators of
essential services to notify as soon as reasonably possible “the competent authority
or the CSIRT of incidents having a significant impact on the continuity of the essen-
tial services they provide” (European Parliament and Council of the European
Union 2016: Article 14.3).

This section demonstrated that the cybersecurity area is evolving and comprised
of highly fragmented measures. Cybersecurity is a horizontal problem, which is in
a sense a common denominator of various new technologies connected to the World
Wide Web. The following section illustrates some challenges and risks arising from
the different perceptions of cybersecurity as a policy area.

5.3 Conceptualising Cybersecurity as a Policy Area
Through Piecemeal Legislation and Policy

As mentioned, numerous policies and regulatory measures have been adopted to
advance the security of citizens, businesses and public administrations in the areas
of network and information security measures, electronic communications and

3The use of standards is generally promoted by the EC.
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cybercrime. In fact, the EU has only recently started using the term ‘cybersecurity’
in its policy documents. We suggest that the adoption of a comprehensive EU
Cybersecurity Strategy in 2013 can be considered the tipping point which triggered
the increased use of the term in EU policy documents (e.g., in 2016 Communication
‘Strengthening Europe’s Cyber Resilience System and Fostering a Competitive and
Innovative Cybersecurity Industry’, and the Cybersecurity Act).

The 2013 Strategy provided in a footnote a definition according to which “[c]
ybersecurity commonly refers to the safeguards and actions that can be used to pro-
tect the cyber domain, both in the civilian and military fields, from those threats that
are associated with or that may harm its interdependent networks and information
infrastructure” (European Commission and High Representative 2013: 3). In this
context, cybersecurity’s primary objectives were considered to be the preservation
of “the availability and integrity of the networks and infrastructure and the confiden-
tiality of the information contained therein” (European Commission and High
Representative 2013: 3).

This definition, to a certain extent, deviated from a prior suggestion put forward
by the European Network and Information Security Agency (ENISA). ENISA pro-
posed using “a contextual definition” because cybersecurity is a broad and evolving
term, arguing that whereas opting for a specific definition can allow for maintaining
clarity, stakeholders and policy makers should select definitions that fit their par-
ticular needs in a specific context (ENISA 2016: 28). Consequently, various stake-
holders and policy makers, including EU institutions, often opt for definitions
developed by standardisation organisations, such as the European Committee for
Electrotechnical Standardization (CENELEC) and the International Organization
for Standardization (ISO), or international organisations, such as the International
Telecommunication Union (ITU). Not surprisingly, by now numerous definitions
coexist focusing on different dimensions of cybersecurity (e.g. political, military,
economic, technical, legal and citizens’).

Although some definitions may appear extremely broad,* narrow and more spe-
cific definitions, in particular related to technical requirements, might also need to
be considered with caution. Whereas they may serve well during a negotiation
phase, it is important to consider limitations embedded in them. For example, many
definitions developed by standardisation organisations target the micro-management
level. Therefore, they may carry a risk of conceptualising ‘cybersecurity’ in an
unduly limited way. For example, cybersecurity may be seen only as a concern of
risk that may arise online; it may be understood as a protection of only virtual
assets; or it may only target malicious activities. Such definitions carry a risk of not
considering, for instance, implications for individuals and their rights.

*For example, according to the ITU in Plenipotentiary Resolution 181 (Guadalajara, 2010) on defi-
nitions and terminology relating to building confidence and security in the use of information and
communication technologies, consider cybersecurity to be “the collection of tools, policies, secu-
rity concepts, security safeguards, guidelines, risk management approaches, actions, training, best
practices, assurance and technologies that can be used to protect the cyber environment and orga-
nization and user’s assets”.
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Definitions used to refer to cybersecurity by various actors, including EU
Member States, bodies and institutions, typically represent different perspectives,
which can potentially be at odds with each other (see for an overview Table 5.1). For
example, whereas ENISA often frames cybersecurity as a mere technical issue,
some Member States in their national security strategies regard cybersecurity as an
issue of national security (e.g. Estonia and Slovakia).

The possibility of attaching different meanings to the term ‘cybersecurity’ has
both advantages and disadvantages. It indicates the flexibility of the term that can
adapt to changing circumstances. At the same time, an ever-evolving term can
become overly inclusive or broad in a manner that would obstruct coherent regula-
tion in this area and in this way hamper the development of regulatory measures. It
also opens a space for friction between EU and Member States powered around the
national security notion. Consequently, this shifting meaning of the term may make
progress in this particular policy area hard to attain, or at least less visible.

To render the conceptualisation of cybersecurity more complicated from a legal
perspective, in measures addressed to the Member States, EU institutions appear to
be reluctant to even use the term. That is the case, for example, of the EU adopted
Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July
2016 concerning measures for a high common level of security of network and
information systems across the Union (NIS Directive). The NIS Directive lays down
obligations for all Member States to adopt certain measures (e.g. national strategies
on the security of network and information systems) that would enable the develop-
ment of a culture of security across industries and sectors that rely on the use of
information communication technologies.

Within the context of this Directive, “security of network and information
systems” is regarded as “the ability of network and information systems to resist, at
a given level of confidence, any action that compromises the availability, authenticity,
integrity or confidentiality of stored or transmitted or processed data or the related
services offered by, or accessible via, those network and information systems”
(European Parliament and Council of the European Union 2016 Article 4 (2)). This
definition seems to align with the conception reflected in the EU Cybersecurity
Strategy, where the underlying objective of cybersecurity is considered to be the
preservation of “the availability and integrity of the networks and infrastructure and
the confidentiality of the information contained therein” (European Commission
and High Representative 2013: 3). Nonetheless, the NIS Directive formally
addresses “security of information systems and networks”, and not cybersecurity.

In short, the ambiguity embedded in and sustained by the term ‘cybersecurity’
allows for the term to be invoked across the different policy areas mentioned above.
Whereas this is not problematic in itself, the fragmented approach may not be cost-
efficient (ENISA 2017: 4). More importantly, it begs the question of whether EU
cybersecurity shall be considered an autonomous notion, with a specific nature in
EU policy as opposed to other policy levels.
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Table 5.1 Definitions of cybersecurity in national cybersecurity strategies of EU Member States

Document title, country,
year

Definition

Austrian Cyber Security
Strategy, 2013

The term ‘cyber security’ stands for the security of infrastructure in
cyber space, of the data exchanged in cyber space and above all of the
people using cyber space.

Croatian Cybersecurity
Strategy, 2015

Cyber security encompasses activities and measures for achieving the
confidentiality, integrity and availability of information and systems
in cyberspace.

Czech Republic
Cybersecurity Strategy
for the period of
2015-2020

Cyber security comprises a sum of organisational, political, legal,
technical, and educational measures and tools aiming to provide a
secure, protected, and resilient cyberspace in the Czech Republic for
the benefit of both public and private sectors, as well as for the
general public.

Cybersecurity Strategy
of the Republic of
Cyprus: Network and
Information Security
and Protection of
Critical Information
Infrastructures, 2012

Cybersecurity refers to the broader security of networked systems
that operate in cyberspace, i.e. in most cases connected to the
internet, and this term also covers the safe and secure usage of these
systems by end users.

Dutch National Cyber
Security: Strategy from
awareness to capability,
2018

Cyber security is the entirety of measures to prevent damage caused
by disruption, failure or misuse of ICT and how to recover should
damage occur.

Estonian Cyber Security
Strategy, 2014-2017

Cyber security is an integral part of national security; it supports the
functioning of the state and society, the competitiveness of the
economy and innovation.

Finland’s Cyber security
Strategy, 2013

Cyber security means the desired end state in which the cyber domain
is reliable and in which its functioning is ensured.

Italian National Strategic
Framework for
Cyberspace Security,
2013

With the term cyberspace, we refer to the complex of all
interconnected ICT hardware and software infrastructure, to all data
stored in and transferred through the networks and all connected
users, as well as to all logical connections however established among
them. It therefore encompasses the internet and all communication
cables, networks and connections that support information and data
processing, including all mobile internet devices.

Cyber Security Strategy
for Germany, 2011

Cyberspace is the virtual space of all IT systems linked at data level
on a global scale. The basis for cyberspace is the internet as a
universal and publicly accessible connection and transport network,
which can be complemented and further expanded by any number of
additional data networks. IT systems in an isolated virtual space are
not part of cyberspace.

Hungarian Government
Decision No. 1139/2013
(21 March) on the
National Cyber Security
Strategy of Hungary,
2013

Cyber security is the continuous and planned taking of political,
legal, economic, educational, awareness-raising and technical
measures to manage risks in cyberspace that transforms the
cyberspace into a reliable environment for the smooth functioning
and operation of societal and economic processes by ensuring an
acceptable level of risks in cyberspace.

(continued)
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Document title, country,
year

Definition

Cyber Security Strategy
of Latvia, 2014-2018

Cyber security is the collection of tools, policies, security concepts,
security safeguards, guidelines, risk management approaches, actions,
training, best practices, assurance and technologies that can be used
to protect the cyber environment and organisation and user’s assets.
Organisation and user’s assets include connected computing devices,
personnel, infrastructure, applications, services, telecommunications
systems, and the totality of transmitted and/or stored information in
the cyber environment.

Lithuanian Cyber Electronic information security equates to cyber security.

Security Strategy,

2011-2019

Luxembourg Cybersecurity is the collection of tools, policies, security concepts,
Cybersecurity Strategy, | security safeguards, guidelines, risk management approaches, actions,
2015 training, best practices, assurance and technologies that can be used

to protect the cyber environment and organisation and user assets.
Organisation and user assets include connected computing devices,
personnel, infrastructure, applications, services, telecommunications
systems, and the totality of transmitted and/or stored information in
the cyber environment. Cybersecurity strives to ensure the attainment
and maintenance of the security properties of the organisation and
user assets against relevant security risks in the cyber environment.

Malta, National Cyber
Security Strategy, Green
Paper, 2015

Cybersecurity “is the safeguards and actions that can be used to
protect cyber domain from those threats that are associated with or
that may harm its interdependent networks and information
infrastructure. It strives to preserve the availability and integrity of the
networks and infrastructure and the confidentiality of the information
contained therein.”

Cyberspace Protection

Cyberspace security—a set of organisational and legal, technical,

Policy of the Republic | physical and educational projects aimed at ensuring the uninterrupted
of Poland, 2013 functioning of cyberspace.

Cyber Security Concept | Cyber security is one of the defining elements of the security

of the Slovak Republic | environment of the Slovak Republic and a subsystem of national

for 2015-2020

security. At a state level, it is a system of continuous and planned
increasing of political, legal, economic, security, defence and
educational awareness, also including the efficiency of adopted and
applied risk control measures of a technical-organisational nature in
cyber space in order to transform it into a trustworthy environment
providing for the secure operation of social and economic processes
at an acceptable level of risks in cyber space.

National Cyber Security
Strategy of Spain, 2013

Cyber security is a necessity of our society and our economic model.

UK National Cyber
Security Strategy,
2016-2021

‘Cyber security’ refers to the protection of information systems
(hardware, software and associated infrastructure), the data on them
and the services they provide from unauthorised access, harm or
misuse. This includes harm caused intentionally by the operator of
the system or accidentally, as a result of failing to follow security
procedures.
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5.4 Principle of Conferral Limits the Scope of Cybersecurity

Cybersecurity is nowadays typically regarded as a highly complex issue which
requires the active involvement of a range of stakeholders, including the legislator.
It is commonly agreed that the legislator is in particular responsible for setting up an
appropriate regulatory framework within which private and public entities could
carry out their tasks and duties (Bannelier and Christakis 2017; see also Chap. 10).
This is a significant change from an initial understanding of cybersecurity according
to which it was perceived as a purely technical matter related to measures ensuring
the availability, integrity and confidentiality of information and information systems
(see Chap. 2).

When discussing cybersecurity regulation in the EU, it is necessary to consider
the principle of conferral. Whereas in general the EU can legislate in areas where it
is more appropriate than for the Member States to act individually, introducing any
regulatory measure at the EU level, including measures concerning cybersecurity,
requires the legislator to provide legal justification: in other words a legal basis
(Wessel 2015). In particular, the proposal for a legislative measure has to meet the
criteria set out in Article 5 of the Treaty of the EU (TEU). In principle, this means
that to establish competence over a policy area, a legislative measure has to fall
under one of these two situations: (1) either “the proposed action cannot be suffi-
ciently achieved by the Member States, either at central level or at regional and local
level” or (2) “by reason of the scale or effects of the proposed action, be better
achieved at Union level” (TEU; Article 5(3)).

Considering the principle of conferral and in particular the limited competences
of the EU in security issues, the EC was obliged to provide an explanation for
acquiring competence to legislate in the cybersecurity area. This occurred in the
NIS Directive by establishing a link between cybersecurity and the internal market,
largely resembling the reasoning used in order to introduce rules for personal data
protection in 1995 (Gonzalez Fuster 2014: 125). Recital 5 of the NIS Directive pro-
claims that the diverse Member States’ practices with regards to cybersecurity mea-
sures hinder the protection awarded to consumers and business, and consequently
reduce “the overall level of security of network and information systems” (European
Parliament and Council of the European Union 2016). The NIS Directive was
adopted to increase consistency of Member States’ practices concerning cybersecu-
rity measures.

5.5 Remaining Challenges to an Effective Cybersecurity
Legal Framework

Different actors, including academics, policy makers and private sector representa-
tives try to get their heads around the cybersecurity area in the EU. To ease such
tasks, the European Court of Auditors, an institution that takes care of EU tax
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payers’ interests, published a report providing an excellent overview of the EU’s
complicated cybersecurity policy framework. The report identifies many challenges
to effective policy delivery, such as the meaningful evaluation and accountability of
policy and legislative framework; addressing gaps in EU law and its uneven trans-
position; aligning investment levels with goals; the need for a clear overview of EU
budget spending; adequately resourcing the EU’s agencies; and strengthening infor-
mation security governance, and threat and risk assessments (European Court of
Auditors 2019).

5.5.1 Choice of Appropriate Regulatory Measures

Most legal measures concerning cybersecurity are found in directives that are mini-
mal harmonisation measures (e.g. NIS Directive and Directive on Attacks against
Information Systems). In practice, this means that Member States are free to choose
the form and methods to implement requirements stemming from such directives.
This flexibility may be seen as a weakness of minimal harmonisation tools. However,
directives are considered to be the best tool when introducing a complex legislative
change, such as the introduction of a new regulatory area (Craig and de Burca
2015: 100).

In some areas that have been traditionally more strictly regulated, such as the
protection of personal data and health care, there is a tendency to adopt more har-
monised regulation (see also Chaps. 7 and 17). Examples include the General Data
Protection Regulation (GDPR), repealing Data Protection Directive 95/46/EC and
Medical Device Regulation (MDR) repealing the Directive on Medical Devices
(European Union 2016: 2017).

The MDR is particularly interesting as it aims to establish a “predictable and
sustainable regulatory framework for medical devices which ensures a high level of
safety and health whilst supporting innovation” (European Union 2017, Recital 1).
The MDR defines a ‘medical device’ as “any instrument, apparatus, appliance, soft-
ware, implant, reagent, material or other article intended by the manufacturer to be
used, alone or in combination, for human beings for one or more of the following
specific medical purposes” (European Union 2017, Article 2.1). Such purposes may
include the diagnosis, prevention, monitoring, prediction, prognosis, treatment or
alleviation of disease. The term ‘software’ is not a new addition to this definition,
and it can be found in the Directive on Medical Devices. However, the use of this
term means that apps and their accessories that are developed for a medical purpose
(e.g. monitoring and measuring blood pressure for diabetes management) are sub-
ject to rules as well as safety and performance requirements listed in this regulation,
including a comprehensive post-market surveillance system. However, qualifying
some software, such as mobile apps, as a medical device is sometimes particularly
challenging. A wafer-thin line separates health and well-being apps that are consid-
ered to be medical devices from apps that are not considered to be so.
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5.5.2 Targeting the Right Addressees

Cybersecurity measures at the EU level target different actors. Consequently, there
are numerous addressees of legislative measures. For example, recent regulatory
measures, such as the GDPR and NIS Directive, impose requirements on the ones
responsible for the certain operations, namely controllers, processors, providers of
essential services and providers of digital infrastructure. They all must take appro-
priate security measures in response to the risk that they may be subjected to.>

The fact that the current regulation of data protection by design focuses exclu-
sively on data controllers (i.e., entities defining the means of the processing of per-
sonal data), however, is regrettable, as it can address only part of the problems in the
area. The obligation to implement data protection by design does not extend to the
actual developers of technology or service providers (Jasmontaite et al. 2018: 173).
Recital 78 of the GDPR reveals some hesitations of the legislator, noting that not
only controllers but also processors, producers of the products, services and appli-
cations, should be among the ones who should consider the right to data protection
when developing and designing products, services and applications based on the
processing of personal data. While recognising the limited legal value of this Recital
(i.e. it is not legally binding but helps in the interpretation Article 25 of the GDPR),
the actual software developers or producers of hardware, unless they are data con-
trollers or processors, are de facto not subjected to the legal obligations foreseen in
the EU data protection framework.

The debate within the field of data protection over who should be responsible for
ensuring the rights of individuals in the online environment is, as a matter of fact,
still an open matter in the EU. Discussions concerning the proposed ePrivacy
Regulation also confirm that this is an unresolved issue. This being said, it may be
concluded that one of the key challenges of cybersecurity regulation is to impose the
right obligations on the right actors, through the right instrument—in addition to
avoiding the imposition, through disparate instruments, of very similar but not
exactly coincidental obligations on the same actors. For example, it is estimated that
at the moment there are “at least eleven instruments of EU law having a bearing on
[data and information security] breaches, five in the Area of Freedom, Security and
Justice (AFSJ) and six in the internal market” (Porcedda 2018, 3).

The issue of targeting the relevant actors is also a pressing one in discussions
surrounding the EU liability framework (Directive 85/374/EEC), which in many
cases may inappropriately favour some software developers. Whereas software is
not explicitly included under the scope of the Product Liability Directive, the
academic doctrine has argued that, for the purposes of product liability, software
should be perceived as a product (Alheit 2001: 194). According to Article 3 of the
Product Liability Directive, which has been transposed into national laws, any
person in the supply chain can be held liable and requested to compensate victims

3See Articles 25.1 and 32 of the GDPR and Articles 14 and 16 of the NIS Directive.
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for any personal injury or damage caused to private property caused wholly or in
part by a defect of a product. In such cases, the plaintiff does not have to prove
negligence on the part of the producer, but only that it is was defective and the
damage occurred because there was causality between the defect and damage
(Alheit 2001, 197-99).

This means in practice that the EU has opted in for a strict liability regime for
which no proof of fault is necessary. At the same time, it should be noted that in
circumstances where a product leads to a pure economic loss or infringement of
individuals’ rights, the strict liability regime may not be invoked, as the damage
should occur to a person or to a private property. Furthermore, the Product Liability
Directive in Article 7 foresees that there are several situations in which the produc-
er’s liability can be avoided. Recognising the limitations of the current liability
framework, the European Parliament noted that in the context of the IoT “tightening
up liability regimes” would be desirable as it could “lead to a better quality of prod-
ucts and a more secure environment” (European Parliament 2017: 13).

A new approach to the liability framework could provide individuals with the
comprehensive and meaningful protection of their security, including the protection
of their personal data (Daley 2016). Such an approach, as proposed by Daley, would
require to balance ex ante incentives to invest in security with ex post liability,
incentivise software developers to publicly disclose source code, and promote trust
and public confidence in embedded systems (Daley 2016). It seems that this
approach, though controversial, could help to develop the “high-quality, affordable,
interoperable and trustworthy cybersecurity products” that the EC called for in June
2017 (Speech by Vice-President Ansip 2017).

5.5.3 The Long-Awaited Recast of Product Liability Directive,
Pending

As discussed above, it is generally assumed that clearly defined liability framework
for devices, applications and services could improve the protection of individuals
and consequently that of the cyberspace. However, the current liability framework
dates back from the 1980s and does not address such complex issues as embedded
systems, embedded software and application software. It seems that there is a com-
mon understanding and agreement that regulating software and including it into the
framework of Council Directive 85/374/EEC concerning liability for defective
products would represent a major milestone. This would clarify the current standing
of software that is perceived differently across Member States, both as a service and
as a product.

In spite of this, it seems that these questions will remain unaddressed for the time
being. In this context, the EC is promoting the use of code of conducts and prepar-
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ing interpretative guidance of the Liability Directive.® In light of the policy line
taken by the EC, which does envision the recast of the Liability Directive, it comes
as no surprise that the European Parliament might look for alternative legal clarifi-
cation of the current legal vacuum via other legislative proposals. For example, in
its amendments on the proposal for a directive of the European Parliament and of
the Council on certain aspects concerning contracts for the supply of digital content,
the European Parliament proposed specific rules for software that is embedded in
tangible goods (smart goods). Although such ‘isolationism’ may be welcome, it
may create fragmentation in the regulatory landscape, without necessarily improv-
ing an overall security of IT.

5.6 A Pressing Need to (Cyber)Secure EU Values
and Interests

The observation that the “information revolution makes security an increasingly
important concern in all sectors of society” has surely withstood the test of time and
accurately reflects the current debates within the EU (Eriksson and Giacomello
2006). In a reflection paper on the future of cybersecurity regulation published in
2017, the EC emphasised the need to protect European values and interests against
new types of threats (EC 2017c: 6). To improve the competitiveness and security of
the EU, the reflection paper considered three scenarios (i.e. Security and Defence
Cooperation, Shared Security and Defence, Common Defence and Security) which
would allow Member States’ industrial and technical resources to be pooled. Within
the scope of that document, the EC questioned EU competence in the field of cyber-
security and considered ways to extend them beyond the limits of Digital Single
Market. Cybersecurity becomes thus intertwined with the objectives of a Security
and Defence Union and it is suggested that deeper integration, in particular the cre-
ation of a Common Defence Security, would improve cybersecurity resilience both
at national and EU levels. It is also argued that a deeper integration scenario would
allow for “Europe [...] to deploy detection and offensive cyber-capabilities”, which
could be used in case of “cyber-attacks or external interference in Member States’
democratic processes” (EC 2017c: 14-15).

The EC’s rhetoric in recent policy documents could be regarded as favouring the
consolidation of a broadened vision of cybersecurity through the specific prism of
EU cybersecurity. It insists on the need for more cooperation and coordination of
programmes concerning the interoperability of information systems for security,
border and migration management. For example, the EC in one of its recent docu-
ments refers to ‘the global cyberattack using ransomware’ (known as WannaCry) as

¢See, Commission publishes evaluation reports on EU rules on machinery safety and product lia-
bility, available at: https://ec.europa.eu/growth/content/commission-publishes-evaluation-reports-
eu-rules-machinery-safety-and-product-liability_en, last accessed 15 November 2018.
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a case demonstrating the need for expansion of EU actions, and thus acclaiming
competence, within the cybersecurity domain (EC 2017a: 2). In another policy doc-
ument, the EC relies on statistics about ransomware from the United States in order
to strengthen its claim about the potential risks of cyberattacks for business, econ-
omy and democracy in the EU: “wider instruments for European solidarity and
mutual assistance” in the field of cybersecurity could address these risks (EC 2017b:
12). This somehow far-stretched rhetoric could be in conflict with the rationale of
EU better regulation policy, which should be driven by the “best available evidence”
and the involvement of stakeholders (EC 2015: 5).

It is also possible to argue that the European Union could have taken a different
approach in response to the increasing number of cyberattacks and cyberthreats. For
example, Wojciech Wiewiérowski, Assistant EDPS, suggested that if appropriate
security measures, required under data protection law, had been implemented, the
mentioned attacks could have been prevented (Wiewiérowski 2017). This observa-
tion suggests that in response to cyberthreats, the European Commission may also
emphasise the need for better implementation of requirements stemming from the
existing EU data protection framework rather than the need for stronger cooperation
mechanisms among concerned actors.

5.7 Concluding Remarks

The future of cybersecurity regulation appears to be at a crossroads: perceived cyber
threats may shape political choices and lead to deeper integration, in particular with
the ongoing discussions about the mandate of ENISA and the implementation of the
Cybersecurity Act. As such, EU cybersecurity might actually have been at multiple
crossroads since its inception.

This chapter aimed to reflect the particular challenges related to understanding
cybersecurity regulation in the EU, based on a discussion of how such policy terri-
tory has been constructed. As outlined, numerous policy areas fall under the over-
arching scope of cybersecurity, and cybersecurity ‘as such’ is considered a horizontal
issue. At the same time, the interconnected policy areas (e.g. cybercrime, IoT,
autonomous vehicles, Artificial Intelligence, cloud computing) reflect and address a
limited subset of cyber threats, ranging from the fight against cybercrime to the
security of critical infrastructures and goods.

The EU cybersecurity landscape is continuously evolving as policy measures
eventually lead to changes and adjustments in the legal framework and vice versa.
The contours of this landscape have also been changing thanks to the flexibility, if
not ambiguity, embedded in the very term ‘cybersecurity’, which entails both advan-
tages and disadvantages. It may allow the area to integrate new technologies and
policy issues as they emerge, but at the same time it can make it overly inclusive,
potentially hindering the impact of regulation in this area.
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When considering specific regulatory challenges, the current legal setup renders
it, in a way, more difficult to impose the appropriate obligations on the right actors
who could make a tangible contribution to the security of digital environments. This
argument is illustrated by examples stemming from the GDPR, which does not for-
mally address actual software developers or producers of hardware as such, unless
they would qualify as data controllers or processors, and to the extent they would.
The debate over who should be responsible for ensuring the rights of individuals
and the security of their data as well, as well as that of any product and service con-
nected to the online environment is, as a matter of fact, still ongoing in the EU and
globally.

Emerging legal solutions for current uncertainty surrounding cybersecurity regu-
lation might be regarded as encompassing the ‘duty of care’ principle, as well as the
revision of the existing liability framework. However, considering the reluctance of
the EC to revise the liability framework and address technical and legal riddles such
as the regulation of liability of self-evolving software (i.e. Artificial Intelligence), it
seems that it might be easier to introduce new principles.

Ultimately, the elastic nature of EU cybersecurity triggers questions regarding its
relation to fundamental rights protection. EU cybersecurity policy seems to inter-
mittently be about the protection of fundamental rights, sometimes about security in
accordance with fundamental rights requirements, and occasionally about (almost
any) cyber issues independently from fundamental rights considerations. A clarifica-
tion of the—-certainly profound—Ilinkages between the effective regulation of cyber
resilience, cybercrime, cyberdefence, (strictly) cybersecurity and global cyberspace
issues would surely contribute to a more precise delineation of the necessary, albeit
moving, boundaries of EU cybersecurity.
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Chapter 6
A Care-Based Stakeholder Approach

to Ethics of Cybersecurity in Business

Gwenyth Morgan and Bert Gordijn

Abstract This chapter focuses on ethical issues in cybersecurity in business. It first
sketches the main ethical issues discussed in the academic literature thus far. Next,
it identifies some important topics that have not yet received the attention they
deserve. The chapter then focuses on one of those topics, ransomware attacks, one
of the most prevalent cybersecurity threats to businesses today. It provides a brief
overview of the main types of ransomware attacks and discusses businesses’ respon-
sibilities to their stakeholders to respond to them. Daniel Engster’s care-based
stakeholder approach is used to assess the responsibilities that businesses have to
their stakeholders. The analysis involves establishing who counts as a stakeholder
when a ransomware attack occurs and what the stakeholders’ interests might be.
Based on stakeholders’ interests, the analysis concludes on whether businesses have
an ethical responsibility to their stakeholders to (1) respond to grey hat demands by
patching identified vulnerabilities within the given timeframe and (2) respond to
black hat demands by paying the ransom.

Keywords Cybercrime - Privacy - Ransomware - Stakeholder theory

6.1 Introduction

Due to the uptake of information and communication technology (ICT) in the busi-
ness sector, the value of information has increased. Information is now considered
the new oil and as oil brought both prosperity and problems, so too does informa-
tion. Prosperity emanates from the fact that businesses can utilise ICT to reduce
costs and increase efficiency by providing round-the-clock availability of both
information and services to customers. In providing that availability, problems
arise. If information is constantly available, this means that it is constantly vulner-
able to an attack. This trade-off between providing availability and securing
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information is something that businesses must grapple with in carrying out their
day-to-day activities not only to protect identifiable data, i.e. individual’s names,
addresses, account details etc., but also to remain compliant with the General Data
Protection Regulation (2018) (GDPR).

The GDPR in 2018 set the bar for businesses that collect, process, analyse and
store EU citizen’s identifiable information. It compels businesses who physically
reside within the jurisdiction of the GDPR to be compliant, and extends to those that
reside outside the EU who process EU citizens’ identifiable information (European
Commission 2018a, b; see also Chap. 5). The GDPR is particularly relevant when
businesses are hacked, as it compels them to notify the National Data Regulator
when a data leak/breach occurs. A failure to report a data leak or breach within 72 h
of the breach occurring, can result in a fine up to the value of 4% of the businesses
entire annual returns (European Commission 2018a, b). Additionally, if an organisa-
tion is non-compliant with the GDPR, —and it is established that non-compliance
has caused material damage, such as financial loss, or non-material damage, such as
reputational loss or psychological distress to individuals— those individuals can
claim compensation (European Commission 2018a, b). Thus, non-compliance can
result in significant legal and economic consequences for a business.

From an economic perspective, the cost of data breaches is increasing. For exam-
ple, the Ponemon Institute’s 2018 study suggests that the average cost of data
breaches of 2500-100,000 lost or stolen records is globally US $3.86 million, which
is a 6.4% increase on their 2017 report. Wenger et al. (2017) point to the reputa-
tional damage that can result from a successful cyber-attack. They state that a sig-
nificantly large percentage of consumers are less likely to engage with a business
that has been hacked, even if they were not directly affected by the attack. In efforts
to detect and prevent cybersecurity breaches and data loss, businesses are investing
large sums of money into cybersecurity. For example, a study conducted by
Bromium states that large enterprise organisations are spending on average US
$16.7 million annually on cybersecurity (Bromium 2016).

While individuals, businesses, acadeics and governmental organisations are try-
ing to grapple with the legal and financial side to cybersecurity threats and responses,
very few have lended their attention to the ethics of cybersecurity. Ethics and cyber-
security deserve the attention of the reader, the scholarly community and profes-
sionals for two fundamental reasons. (1) A cyber-attack is a matter of when, not if.
Businesses must therefore adequately prepare themselves for the inevitable by
exploring the response options available to them and making an informed decision
on the most appropriate, fast and effective response that is in the interests of named
stakeholders. (2) Businesses have a responsibility to ensure that the hardware and
software that they use to process, store and analyse identifiable information has an
adequate level of security to protect the users who have access to those systems.
Businesses must also protect the confidentiality and privacy of individuals data held
within those systems. For businesses to have any chance of achieving this, they must
be aware of the threat landscape. In knowing the main threats, businesses can allo-
cate sufficient resources to protect themselves, it is an efficient use of resources and
it has the potential to reduce the likelihood of a successful attack.
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This chapter focuses on one main threat, ransomware attacks and is structured in
the following way. Firstly, we present a brief overview of the ethical issues that arise
in the literature on cybersecurity in business. Next, we observe that there are impor-
tant gaps in the current debate with regard to (i) education (ii) ransomware attacks
and (iii) the disclosure of data breaches. We then introduce Daniel Engster’s care-
based stakeholder theory which we think can be used as a normative theory to anal-
yse the under debated issues. Given the space restraints of this chapter, we do not
develop a full-fledged stakeholder analysis of all three issues. Instead, we focus in
on ransomware attacks, a topic that has prominently featured in the news in the past
few years.

6.2 Ethical Issues in Cybersecurity

In a systematic literature review focused on cybersecurity and ethics, we identified
the 15 most frequently discussed ethical issues in cybersecurity in the business
domain. Table 6.1 ranks the frequency in which these ethical issues arise (Yaghmaei
et al. 2017).

The ethical issues listed are wide ranging and are context relative. For example,
privacy arises in terms of data breaches and keeping information secure from unau-
thorised access. It also surfaces in respect of employee privacy in the workplace.
Whereas autonomy, for example, is discussed in terms of data collection, process-
ing, analysis and storage.

Table 6.1 Ethical issues in cybersecurity in business

Number of sources that discuss this

Ethical issue ethical issue
Privacy 27
Protection of data 26

Trust 23

Control 20
Accessibility 19
Confidentiality 18
Responsibility on businesses to use ethical codes of | 15

conduct

Data integrity 14

Consent 12
Transparency 11
Availability 9
Accountability 9
Autonomy 8
Ownership 6
Usability 1

See Yaghmaei et al. 2017 for details on the methodology
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In addition to identifying the ethical issues in cybersecurity, we note that (1) the
main threats in cybersecurity stem from attackers targeting vulnerabilities in people
and technology and (2) the impacts of cybersecurity breaches can be wide ranging,
from having a limited impact to having a detrimental effect on the data owner, the
business and wider society (Yaghmaei et al. 2017).

6.3 Gaps in the Literature on Ethics and Cybersecurity

There are at least three important gaps in the ethical literature. They relate to (1)
ransomware attacks, (2) education and (3) the disclosure of data breach informa-
tion. More specifically, there appears to be a lack of thorough ethical analysis on (1)
the ethical responsibilities that businesses have to specific stakeholders to engage
with grey hats and black hats on the continuum of ransomware attacks, (2) the ethi-
cal responsibilities that businesses have to specific stakeholders to improve their
employees cybersecurity awareness and expertise despite it being known that one of
the main precursors of successful cyber-attacks is the inadvertent actions of employ-
ees and (3) the ethical responsibilities that businesses have to specific stakeholders
to disclose data breach information.

(1) F-Secure reports that technology and people are the two main weaknesses in
cybersecurity in business (F-Secure 2018). Cybercriminals exploit technology
through supply chain vulnerabilities or unknown vulnerabilities (otherwise
known as zero-day). The European Commission offers a certificate to ethical
hackers (European Council 2018a, b). Ethical hackers, otherwise known as
white hats, are security testers who try to find vulnerabilities in information
systems, networks and IT infrastructures (for more details see Chap. 9). Grey
hats are not traditionally known as ethical hackers as they also search for vul-
nerabilities but do so without the knowledge of the systems owner. Both grey
hats and white hats have the intention to find the vulnerabilities before a black
hat (a malicious hacker) finds them. Despite grey hats undertaking their endeav-
ours in the absence of consent, they argue that their actions are warranted as
they contribute to a safer cyber environment for all by making it more difficult
for black hats to successfully attack businesses for financial, political or other
malicious purposes (Leiwo and Heikkuri 1998). A discussion in the ethical lit-
erature questions whether grey hats actions are ethical (Leiwo and Heikkuri
1998; Brey 2007; McReynolds 2015). It centres on the issue of consent and
concludes that grey hat actions are in fact unethical. Another popular topic
relating hacking is the hacker ethic. The hacker ethic relies on the notion that all
information should be free and unlimited. This is one argument used by hackers
to justify exposing questionable activities or corporations or governments. Brey
(2007) makes a valid point that if all information was free and unlimited, this
would go against the accepted Western interpretation of intellectual property, as
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it would impede individuals’ ability to profit from patented information. It also
would be a huge privacy infringement and, as a consequence, could not be con-
sidered ethical.

The literature fails to address businesses interactions with hackers, in particular
in relation to the continuum of ransomware attacks (Yaghmaei et al. 2017). We take
this opportunity to share more insights into how grey hats and black hats do "busi-
ness". Consider the following. When a grey hat finds a vulnerability, he notifies the
owner (in this case let us presume the owner is a business) by giving them a certain
amount of time to fix the vulnerability. In failing to fix or “patch” the vulnerability,
the grey hat threatens to release the vulnerability to the public. Releasing the vulner-
ability to the public means that the vulnerability can be accessed by anyone includ-
ing malicious hackers, making the business more likely to be attacked. Conversely,
a black hat might choose to install ransomware on a business’s system that shuts
down all business services until the business either (1) identifies and resolves the
problem themselves or (2) takes the risk of paying the ransom to the hacker in the
hope that the ransomware will be removed upon receipt of payment. As we can see,
aransom of sorts is involved in both activities. Instead of us hashing out whether the
act of ransoming a business is unethical, we believe a more fruitful discussion can
arise from juxtaposing a grey hat’s ransom against a black hat’s ransom from the
viewpoint of specific stakeholders.

(2) People are a weakness in cybersecurity in business due to human error and due
to their considerable lack of cybersecurity knowhow (Wenger et al. 2017). This
weak spot is something that cybercriminals exploit to target businesses and
achieve their ends. Despite businesses and international bodies acknowledging
that cybersecurity awareness and education needs to improve (PECB 2017;
ENISA 2018; Kaspersky Lab 2018), we note that there is little ethical research
that examines the extent to which businesses are responsible for doing so
(Yaghmaei et al. 2017). In this instance, we interpret ethical analysis as one that
considers specific stakeholders’ interests when it comes to education and
assessing how those interests might conflict with one another and how such
conflict could be resolved.

(3) End-users have expressed their desire to know if their data has been breached
(Wenger et al. 2017). As data breaches have the potential to cause irreparable
damage to a business’s reputation and can incur a financial cost, it is in a busi-
ness’ interests to lessen the impact of a data breach. It is interesting that the ethi-
cal literature mentions businesses’ responsibility to disclose data breach
information when private or identifiable information has been breached.
However, there is no discussion that covers the fact that non-disclosure contrib-
utes to the weakening of an already fragile cyber-environment. In addition, little
is offered in respect of how underreporting cybersecurity breaches affects the
authenticity of cybersecurity incident reports, which can otherwise be used as
effective tools that illustrate the cyber threat landscape.
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6.4 Care-Based Stakeholder Theory

To conduct an ethical analysis of the ethical responsibilities that businesses have to
specific stakeholders to respond to grey hats and black hats ransoms, we apply a
stakeholder approach. Edward Freeman is considered the founding father of stake-
holder theory (ST) since the publication of his book Strategic Management: A
Stakeholder Approach (1984). Therein, stakeholders are viewed as important but
nevertheless a means through which the corporation can achieve its preordained
goals (Freeman 1984). In Freeman’s later work, the stakeholder assumes a more
central role in the firm such that they have personal projects that the corporation
should be constructed to serve (Freeman and Gilbert 1989). An even more recent
paper by Freeman and Gilbert (1992) lists the shortcomings of ST, paying particular
attention to the language used to describe ST. They argue that the autonomous—
masculinist—individualistic mode of thinking surrounding ST reduces its applica-
bility to business today. Two years after this publication, Freeman and Gilbert
published a more elaborate paper with Wicks on the specific shortcomings of ST
(Wicks etal. 1994). In their paper, they reinterpret the existing version of ST through
the lens of care ethics, which they refer to as feminist ethics (Wicks et al. 1994).
They note that in order for businesses to flourish in a fast-paced ever-changing busi-
ness environment, there is a need to replace the masculinist language of conflict
with the feminist language of communication, cooperation and collective action.
One example they give is to replace notions of competition and control with coop-
eration and communication. They state that businesses need to share information,
embrace change and improve their networks rather than try to exert control over
their environment. Wicks et al. (1994) argue that ST theory considers corporations
as webs of relations amongst stakeholders whose interests need to be at the core of
decision-making processes and, in this way, ST is a way of interpreting the meaning
of the corporation and the responsibilities that businesses have to those inside and
outside the business. Burton and Dunn (1996) extend the work of Wicks et al. by
claiming that care ethics has a natural affinity to ST and that Gilligan’s work on care
ethics is a strong lens through which to view the theory.

Burton and Dunn (1996) advocate using Wicks et al.’s (1994) application of care
ethics to ST, stating that their reinterpretation offers a more practical approach to it
(Burton and Dunn 1996). Daniel Engster (2011) narrows the focus on the practical
application of this care-based stakeholder approach and the notion of creating a car-
ing business. He argues that while the idea of using care ethics and ST in business
seems logical, flaws still exist. He notes that businesses are left with the following
three questions: (1) who exactly counts as a stakeholder? (2) how should businesses
distribute care to those stakeholders? and (3) what ethical approaches should busi-
nesses adopt when conflict arises amongst stakeholders? For example, is it possible
for businesses to follow a particular principle that might mitigate stakeholder con-
flict? Engster addresses these predicaments by combining insights taken from
Freeman (1984), Freeman (2010), Freeman and Gilbert (1989, 1992), Wicks et al.
(1994), and Burton and Dunn (1996).
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In relation to the first question, Engster argues that stakeholders should include
those whose functioning and survival is directly tied to the firm’s activities
namely, shareholders, employees, the local community, customers, suppliers
and competitors (Engster 2011). This is counter to Freeman’s definition of a
stakeholder, which includes all individuals who are affected by the firm. Engster
states that it is impossible to include all individuals who are affected by the firm
as this would exhaust businesses care, energy and resources and would not
enable a business to allocate care to those who need it the most (Engster 2011).
In respect of the second question, Engster offers three ethical principles that can
be used as tools in the decision-making process. These principles are (a) the
proximity principle, (b) the relational principle (both previously advocated by
Burton and Dunn 1996) and (c) the urgency principle.

(a) The proximity principle states that there is justification in using our limited
resources to care for individuals who are in some way close to us before
attempting to care for distant others. This puts limited resources to the best
possible use as we can attend more directly to individuals who are close to
us based on the understanding that we usually have a better idea of their
circumstances, customs, and needs, and can therefore care better for them
than for distant others. It can be argued that the proximity principle justi-
fies: (a) caring for ourselves before others; (b) caring for individuals who
are geographically and temporally close to us before those who are far
away; and (c) caring for individuals in our own culture or state before those
in foreign cultures or states.

(b) The relational principle states that businesses should prioritise caring for
individuals with whom we have a close personal relationship over others.
Engster (2011) defines a close relationship as one where one party depends
on the other for meeting his or her survival and developmental needs, using
the analogy of the mother and baby relationship. He states that close rela-
tionships deserve priority because they are so closely tied up with the goals
of caring. If we apply this interpretation of a close relationship to the busi-
ness domain, the number of stakeholder relationships that ought to be con-
sidered by a business significantly reduces.

(c) Engster (2011) advocates the use of the urgency principle wherein he
encourages businesses to care for individuals who have more urgent needs
over those with less urgent needs. Using the urgency principle is deter-
mined by the effect that an action/inaction could have on a person’s or
group’s survival. Engster states that if there is a focus on the urgent needs
of stakeholders over less urgent ones, this allows a business to give priority
to the needs of individuals or groups who will not survive or function with-
out acting. We note that this principle also reduces the number of stakehold-
ers that must be considered by businesses when making decisions about the
distribution of care, time and resources more feasible.
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(3) When conflicts arise amongst stakeholders, care ethics dictates that the highest
priority be given to shareholders and employees as their interests are “generally
more important than those of other stakeholders” (Engster 2007: 107). This
does not apply in all cases. For example, he sets one over-riding condition,
which is that when the health and safety of employees and customers and other
individuals is at stake, the interests of employees and customers should receive
the highest priority. He states that prioritising the health and safety interests of
employees and customers trumps even the importance of the firm’s survival.
Engster (2011) notes that while a strong commitment to worker health and
safety and high environmental standards may result in less profit for investors
and even the loss of jobs for some workers, individuals are more likely to suffer
much greater and immediate threats to their survival and functioning when
health, safety and environmental standards are compromised (Engster 2011).
He continues his argument by stating that jobs should be favoured by busi-
nesses, at least in the short term. There are limits to this policy, as choosing jobs
over profit in the long-term may result in the solvency of the firm. He notes that
when job cuts are unavoidable, businesses can resort to the ‘rule of consensus’
which requires businesses to try and find solutions to stakeholder conflicts that
are acceptable to all by communicating the proposed solutions to stakeholders
and trying to solicit alternative proposals from them.

6.5 Ransomware Attacks

The number of malicious ransomware attacks targeting businesses tripled between
2017 and 2018 (Bromium 2016). Ransomware attacks can be divided into two cat-
egories: cryptors and blockers (see also Chap. 2). Cryptors encrypt data on the vic-
tim’s device. Usually, the black hat will demand money and in receipt of same will
restore the encrypted data. Blockers, otherwise known as lockers, do not interfere
with the data stored on the device, instead they prevent the victim from accessing it
(Ivanov et al. 2016). Ivanov et al. (2016) report that black hats are using new and
more sophisticated ways to target companies that require little effort and have a
large pay-off. Our research suggests that ransomware attacks are only considered as
such when done through cryptos or blockers by hackers with malicious intent (i.e.)
ones who hope to gain financially, politically etc. Grey hats also attack computer
network systems and ransom businesses but have different intentions and foresee
different outcomes. They scour networks for vulnerabilities and when a vulnerabil-
ity is found, they notify the owner or business that their system contains vulnerabili-
ties that require fixing. From the grey hat’s perspective, in doing so they are helping
improve the overall security of cyberspace. However, it can be argued that the virtu-
ousness of this action is tainted as it involves gaining unauthorised access to a sys-
tem without the permission of the system owner. It also involves the grey hat
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ransoming the business into fixing the vulnerability, as the grey hat will traditionally
threaten to release the vulnerability if the business does not rectify it within a given
timeframe. There is a growing body of evidence that suggests after the public release
of vulnerabilities, there is a consequential increase in malicious attacks. The time
between the release of a vulnerability and public release of an exploit is referred to
as the vulnerability-to-exploit time period and it is decreasing steadily over time. In
the past, the time between a vulnerability announcement and the release of a corre-
sponding exploit could be measured in month or years. For example, when Microsoft
announced a vulnerability on 17 October 2000, (Microsoft Security Bulletin
MS00-078), the exploit followed in the form on Nimda worm on 18 September
2001. This means security teams had 336 days to patch their vulnerability. In the
December 2015 Microsoft security bulletin, exploits were available for two of the
eight disclosed vulnerabilities on the day that the public announcement was made
(CISCO 2018). Although it could be argued that a grey hat threatening to release
vulnerability information to the public acts as a catalyst for fixing the vulnerability,
this, however, does not remove the threat itself. On the basis that a threat is made at
all, one could counter argue that this practice is unethical as the researcher is using
the business as a means to an end. Yet, when grey hats ransom businesses, not for
money but for the greater good of cyberspace, they create a common ground with
black hats. The common ground is ransoming and punishing businesses who do not
comply with their demands. We argue that both types of hackers fall on different
points on the same ransomware spectrum.

6.6 The Stakeholders and Their Interests

We use Engster’s method to identify the main stakeholders and their interests in
both grey hat and black hat ransom attacks and assess whether a conflict of interest
exists amongst stakeholders. In doing so, we aim to establish what exactly are busi-
nesses’ responsibilities to their stakeholders in these situations. In addition, we con-
sult the Association for Computing Machinery (ACM) Code of Ethics & Professional
Conduct (‘the Code’) to which all members of the ACM including all computing
professionals are bound (ACM 2018a, b). As the ACM’s code extends to security
researchers (white hat and grey hat hackers), we include hackers as the seventh
stakeholder (see also Chap. 9). We also note that the ACM rank the general public
as being the first and foremost stakeholder in cybersecurity. We found this interest-
ing, as Engster (2011) does not include the general public in his care-based stake-
holder theory. In this instance, where the actions of hackers can affect the functioning
and survival of members of the general public, the criteria that Engster uses to
identify who counts as a stakeholder (see above), we believe that it is appropriate to
name the general public as the eighth stakeholder.
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6.6.1 Shareholders

Grey hat and black hat ransoms create more issues for shareholders than any other
stakeholder. For example, it could be argued that one element of success of a firm
depends on IT systems. If those systems are inadequately protected, this affects
shareholders’ interests. Shareholders are interested in “a fair return on his or her
investment” (Engster 2011: 101). While a grey hat identifying vulnerabilities is not
authorised or instigated by the shareholders, the shareholders are now in a position
of reduced power as they are now subject to the terms as set by the grey hat. They
have a choice to either respond to the grey hat demands or ignore them. We argue
that if the shareholders choose to patch the vulnerability, the business is acting in the
interests of the shareholders as it reduces their likelihood of being successfully
hacked by a black hat. Without the involvement of the grey hat, the shareholders
would remain in the dark, unbeknownst to the vulnerabilities in their system. If
vulnerabilities exist, they are likely to be exploited. On this basis, we argue that it is
imperative that businesses respond to grey hat’s demands. If one weighs the deci-
sion to not patch the vulnerability within the given timeframe against ignoring the
grey hat demands and the vulnerability being made public; it is in the shareholders’
interests to not put the business and specific stakeholders’ information and IT sys-
tems, networks and infrastructure at a higher risk of being successfully attacked by
a black hat, as this can cause economic loss and reputational and psychologi-
cal damage.

When a black hat ransoms a business, the situation is quite different. For the sake
of argument, we assume the intention of the black hat is financial gain. Let us also
assume that the black hat installs either a ‘blocker’ or ‘locker’ (Ivanov et al. 2016).
In certain circumstances, responding to a black hat’s demands can be in the interest
of shareholders for the following reasons: (1) As the business is held to ransom, it
might be in the shareholders’ interests to immediately pay the ransom. This might
be the case when it is not foreseeable for the business themselves to reverse engineer
the attack. Assuming that both parties deliver what has been ransomed and prom-
ised, by paying the ransom the business can resume service without the potential
collateral damage associated with a data leak (Brey 2007). (2) A study conducted by
Datto, Inc. (2018) reveals that ransomware from 2016 to 2017 cost European SMEs
£71 M in downtime, with the average ransom ranging between £350 and £1407
(Ismail 2018). If the average ransom is lower than the potential cost of a data breach
or leak, and is less than the cost of service stoppage, this leads us to suggest that it
is in shareholders’ interests to pay the ransom. (3) Ninety-nine percent of all busi-
nesses in Europe are SMEs. SMEs may not have the means nor manpower to reverse
engineer a ransomware attack. This leads us to suggest that SMEs (in particular)
should attempt to negotiate a lower price with the black hat. Negotiating with ran-
somware families has been known to successfully reduce the cost of the ransom.
Sean Sullivan, a cybersecurity specialist from F-Secure, explains that crypto ran-
somware works so well that it has become an industry run by families, similar to the
way legitimate businesses run (Sullivan 2016). For example, the Cerber ransomware
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family has a user-friendly website that supports several languages and offers cus-
tomers convenient support forms so the victim can ask how to get their files back.
Sullivan (2016) and his colleagues investigated the customer journey more closely
by examining four crypto-ransomware families and find- found that three out of the
four families negotiated with the victims of the ransomware attack, offering an aver-
age discount of 29% from the original sum demanded (Sullivan 2016). Sullivan and
his colleagues also found that the demanded timeline is not set in stone, as 100% of
the crypto-ransomware families contacted gave extensions to the deadlines. This
leads us to suggest that businesses ought to engage with hackers to negotiate not
only the sum of the ransom but the timeframe within which it is expected to be paid.

6.6.2 Employees

For employees who wish to remain in long-term employment, it is in their interests
for the business to remain in business. To do so, companies need to use ICT and
have appropriate security defences. Grey hats are acting in the interest of the com-
mon good by trying to improve computer security defences. It is thus in employees’
interests for the business to respond to grey hats’ identification of vulnerabilities
and patch them.

It is in the employees’ interests for a business to reduce the potential collateral
damage associated with a malicious black hat attack. We argue that it is in the inter-
ests of employees for businesses to firstly (a) try to find and use a decryption key
and not pay the ransom and secondly (b) when decryption keys are not readily avail-
able, engage with the ransomware attacker and try to negotiate a lower fee. Both are
in employees’ interests, as the first avoids having to pay any financial fee at all and
the second, while not ideal, can significantly lower the financial impact that an
attack can have on a firm.

6.6.3 The Local Community

If it is in the interests of the employees for the business to respond and negotiate
with grey hats and black hats respectively, so too is it in the interest of the local com-
munity. This is based on Engster’s (2011) argument that employees tend to be part
of the local community. As a result, the business impact on the local community is
channelled through its relations with employees. We interpret this to mean that the
interests of employees reflect the interests of the local community, but this is not
always the case. For example, the local community might have invested in a busi-
ness by offering them tax-cuts. This creates a business relationship somewhat simi-
lar to the relationship between shareholders and the business, based on the fact that
the local community has a financial interest in the business. If the business performs
well, the local community can benefit. Performing well in this context is understood
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as either reducing costs and/or increasing profits. If a business is successful in their
endeavours to reduce costs and increase profits, they may be in a position to employ
more people and/or expand its range of activities. Both endeavours can have a posi-
tive effect on the local community as it can lead to an increase in population flow to
the local area, a betterment of services etc. We thus argue that it is in the local com-
munities’ interests for the business to respond and negotiate with grey and black
hats respectively.

6.6.4 Customers

For a customer who expects fast and efficient services, responding to grey hats and
black hats is in their interests. In a crypto-ransomware attack in particular, it is in
customers’ interests for the business to do everything it can to prevent their private
information from being sold or shared with the public. Brey (2007) states that data
breaches containing sensitive information can cause psychological harm. If this is
true, we argue that it is in the customers’ interests for the business to respond to grey
hats to reduce the likelihood of a crypto-ransomware attack. Equally, we argue that
itis in the customers’ interests for the business to negotiate with black hats to reduce
the likelihood of the customers’ private and confidential information from being
sold to an interested third party (Engster 2011).

6.6.5 Suppliers

In respect of suppliers, they have an invested interest in the targeted business. It is
in their interests that companies, with whom they engage and do business with, have
a secure and reliable network. We subsequently argue that it is in suppliers’ interests
for the targeted businesses to readily respond to grey hats’ demands. In relation to a
black hat attack, a stoppage of services and a data breach not only affects the busi-
ness targeted, it can have a knock-on negative effect on the market. Reducing the
impact, longevity and cost of black hat blockers and crypto attacks is as much in the
suppliers’ interests as it is in the targeted businesses’ interest. This is based on the
fact that the supplier is interested in continuing business as normal and does not gain
by being associated with a business who has fallen victim to a ransomware attack.
Furthermore, a supplier’s confidential and private information stored on the targeted
business’ systems might be leaked, misused or altered by the malicious hackers. It
is thus in the suppliers’ interests for the attacked business to resolve the issue as
quickly and as responsibly as possible. We argue that this can be achieved by the
targeted business responding to the black hats’ ransom by firstly trying to find the
decryption and, if none is available, to open up a communication channel with the
black hat and try to negotiate a reduced fee.
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6.6.6 Competitors

Competitors are impacted by other businesses operations within their industry. For
example, when one company in an industry operates unethically, or in a way that
attracts negative attention, competitors can suffer. Additionally, in certain industries
associations exist that involve members pooling resources for industry-wide promo-
tions and lobbying efforts. If one business chooses not to abide by the associations’
ethical code, this can damage not only the business themselves but the association
and other members of the association. We can apply this notion to a ransomware
attack. For example, if one business does not respond to a grey hat’s demands, the
business could be argued as passively contributing to a weaker cyber environment.
In doing so, the business not only increases their likelihood of being victim to a suc-
cessful black hat attack, but the business may also be in violation of their associa-
tion’s ethical code. A violation of ethical code depends on the code itself and the
values promoted within it. In other words, the business might be in violation of the
ethical code if it encourages members to engage in promoting sustainability for all
members of the association through collaboration, communication, co-operation
and the sharing of information.

In the case of black hat attacks, it is in all competitors’ interests (especially those
who are members of an association) for the business to respond ethically and
responsibly. For example, if an association sets a standard that its member must fol-
low when they find themselves victim to a black hat attack, this can create a stan-
dard within one industry. Therefore, it is not only in competitors’ interests and the
business’s interest to choose an ethical response to black hat attacks, we argue that
it is an industry-wide interest. We extend this argument further by contending that it
is in competitor’s interests for the business attacked to have the knowhow to not
immediately pay the ransom and try to find a decryption key. Thereafter, if a decryp-
tion key is not available, the business should engage in negotiation talks with the
black hat with a view to lowering the original ransom demanded.

6.6.7 Hackers

Falk (2014) argues that the grey hat hacker is a black hat in a morally ambiguous
state and recommends that grey hacking is a morally wrong action and as such
should not be encouraged nor practiced by well-meaning computer professionals”.
We do not agree with this line of thinking for the following reasons. Despite both
grey hats and black hats ransoming businesses (Yaghmaei et al. 2017), grey hats are
interested in improving the information security community by scouring for vulner-
abilities. Grey hats afford businesses the opportunity to patch those vulnerabilities
before they are exploited by a black hat (Brey 2007). Black hats are not interested
in using their skill set for the greater benefit of wider society. They tend to use their
skills for malicious and illegal purposes (Radziwill et al. 2015). Black hats also
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believe in the more traditional hacker ethic that all information should be free and
unlimited (Leiwo and Heikkuri 1998). This notion goes against the very idea of
intellectual property as it suggests that individuals could and should not be able to
benefit from information considered valuable (Brey 2007).

When we consult the ACM Code, it states that all computing professionals have
an obligation to minimise the “negative consequences of computing, including
threats to health, safety, personal security, and privacy” in addition to minimising
the possibility of indirectly and directly harming others (ACM 2018a, b). It might
be argued that grey hats follow this code whereas black hats do not. One interesting
point made within the ACM Code is that computer professionals should only gain
unauthorised access to systems when “there is an overriding concern for the public
good” (ACM 2018a, b). This statement could be interpreted as the ACM condoning
grey hat behaviour going on the assumption that grey hat’s actions are undertaken
out of concern for the public good. Being privy to the fact that grey hats are inter-
ested in improving the security of cyberspace and are working in the interests of
businesses and wider society, whereas black hats interests are malicious, self-
serving and can have detrimental consequences on a business, we argue that it is in
businesses’ interest to know the said differences between grey hats and black hats,
to respond to grey hat demands, and to explore all options available to them when
they fall victim to a black hat attack.

6.6.8 General Public

From the general public’s view, they trust businesses to keep their information safe
and secure (Wenger et al. 2017). In addition, as consumers they want easy access to
information without disruptions to services (Yaghmaei et al. 2017). One example of
a ransomware attack causing havoc amongst the general public was the WannaCry
attack on the National Health Service in 2017 (National Audit Office 2017). From
the public’s perspective, resuming service and access is in their interest. This leads
us to suggest that it is in the public’s interest for businesses to negotiate with black
hats about their demands.

In relation to a grey hat’s demands, it can be argued that the grey hat is extending
care to the general public by identifying vulnerabilities in a system or network and
forcing businesses to patch them. This argument can be made as grey hats are
improving cyberspace for all by making it more secure. The more secure it becomes,
the less likely it is that individuals and institutions will be successfully attacked by
a malicious hacker. In this way, grey hats are working with businesses to try to
reduce the prevalence of malicious attacks. This not only benefits businesses but
right down to individuals who use cyberspace for personal use. Therefore, the grey
hat is not only extending care to the general public and thus acting morally from a
ST care perspective, but the grey hat is fulfilling the third principle of the ACM
Code, which states that computing professionals must ensure that the public good is



6 A Care-Based Stakeholder Approach to Ethics of Cybersecurity in Business 133

the

“central concern during all professional computing work” (ACM 2018a, b).

With this in mind, we argue that is in the public’s interest for businesses to respond
to grey hats.

6.7 Conflicts of Interests Between the Stakeholders

We identify two conflicts of interest: (1) between grey hats and the other named
stakeholders, and (2) between black hats and the other named stakeholders.

6.7.1 Grey Hats’ Interests Versus the Other Named
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Stakeholders’ Interests

Grey hats gain access to systems without the consent of the system’s owner. In
this way, grey hats penetrate and manipulate what were otherwise believed to be
private and confidential systems. Those systems can contain sensitive and valu-
able information relating to the other named stakeholders. As these stakehold-
ers are obviously interested in keeping their information safe from unauthorised
access, a conflict here arises between the interests of the stakeholders men-
tioned and the interests of grey hats. Tavani argues that the helpfulness inherent
in a hacker pointing out security weaknesses may not outweigh the harm it
causes, as activities in cyberspace do inflict harm in the real world. He states
that the act of hacking itself undermines privacy, integrity and can compromise
the accuracy of information, as all hackers cannot be trusted to freely access and
modify information at will (Tavani 2013).

In seeking out vulnerabilities in systems, in rare cases, grey hats can stumble
upon unintentional findings that are suggestive of criminal behaviour. In such
cases, the grey hat is forced to decide whether they should notify the authorities
or the vendor who maintains the business’ systems. If the incriminating infor-
mation obtained only relates to the dubious behaviour of one individual work-
ing within a firm, rather than to the general activities of the firm, should the grey
hat notify the business directly, or the authorities? Depending on the nature of
the findings, the discovered data could have the potential to damage the busi-
ness and its shareholders, employees, customers, suppliers and possibly even
competitors. A grey hat’s aim is to improve the security of cyberspace, not to
incriminate unethical individuals or institutions. Therefore, it is clear that this
particular, albeit rare, circumstance can create a conflict of interest between
greys hats and the other named stakeholders.

Grey hats want to help users protect against unpatched vulnerabilities and limit
the attack surface. Publishing vulnerabilities comes with the risk of weaponis-
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ing criminals and other parties who may cause harm to organisations and indi-
viduals. When a grey hat notifies a business that they have discovered a
vulnerability that needs patching within a given time frame and the business
fails to patch the vulnerability, it falls to the grey hat to decide how to proceed.
Publishing the vulnerability increases public awareness that a particular system
or device is insecure. It also provides black hats with the information they need
to exploit the vulnerability. Not publishing the vulnerability can lead to a false
sense of security. The conflict here arises as both publishing and unpublishing
the vulnerability has the potential to benefit or cause harm to the other named
stakeholders.

6.7.2 Black Hats Interests Versus the Other Named
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Black hats want the highest ransom fee to be paid by businesses whilst it is in
shareholders, employees, customers, suppliers, competitors and the general
public’s interest to pay the lowest fee or no fee. The higher the ransom paid, the
more likely it is that black hats can continue with their line of ‘business’. If a
solution could be reached without the business paying any fees at all, the inter-
ests of the stakeholders that have a financial interest in the firm (shareholders,
employees, the local community, customers and suppliers) are upheld. The
remaining stakeholders (competitors and the general public) have an interest in
a lower or no fee due to the interconnected and interdependent nature of cyber-
space. This is based on the notion that any action in cyberspace has a knock-on
effect on a device, software, hardware or individual in some way shape or form.
Black hats are interested in their best-case scenario. This can involve receiving
the original ransom demanded, not having to share the decryption key so it can
be re-used and selling the decrypted data (in a leakware or doxware ransom-
ware attack) to the highest bidder. Businesses should be aware that paying the
higher ransom does not guarantee that the black hat will share a decryption key,
nor does it guarantee that the data encrypted will not be shared or sold to an
interested third party. With this in mind, the worst-case scenario for the business
and the other named stakeholders, is in fact the best-case scenario for the black
hat, thus illustrating that a clear conflict of interest exists.

Itisin a black hat’s interest for the business to pay the original ransom demanded
without question. The other named stakeholders do not share this interest.
Paying the ransom in this way sets a precedent for all other businesses. In other
words, if we apply the principle of universality and all businesses began to do
this, it might lead to an expectation that businesses must pay the highest ransom
without question nor negotiation. It might also lead black hats to think that their
ransoms are too low and encourage them to increase the cost of their demands.
Assuming this to be true, businesses who pay the ransom without question nor
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negotiation are not acting in the interests of the previously named stakeholders
due to the potential financial impact and knock-on effect that it might have.

6.8 Responsibilities of Business

In today’s technologically driven fragile cyber environment, it is clear that busi-
nesses have an ethical responsibility to all of their stakeholders to respond to the
ransomware demands from both grey hats and black hats in one way or another. At
the beginning of this analysis, it appeared that grey hat demands were questionable.
However, upon conducting an ethical analysis of the main stakeholders and their
interests, it seems that grey hats are acting in the interests of the business and their
stakeholders by identifying vulnerabilities and forcing them to patch them, as this
improves the business’s computer security defences. We subsequently argue that
businesses have an ethical responsibility to their stakeholders to respond to grey
hat demands.

Engaging with black hats is not as straightforward. Black hats’ motivations are
different, and black hats cannot be trusted to stick to their end of the deal. For
example, if businesses choose to pay the original ransom immediately after it
becomes known that their data or services have been targeted, the business could not
only be left out of pocket from paying the ransom, but their services and data might
remain inaccessible despite having paid it.

An additional problem with paying the ransom demanded is that businesses
could be accused of aiding or abetting cybercrime. For example, institutions such as
Europol’s European Cybercrime Centre, the National High-Tech Crime Unit of the
Netherland’s Police and security company McAfee advise companies not to pay the
ransom demanded by black hats. They state on their ‘No More Ransom’ website (a
website established to try to help victims of ransomware retrieve their encrypted
data without having to pay criminals) that by sending money to cybercriminals
“you’ll only confirm that ransomware works and there is no guarantee you’ll get the
decryption key you need in return” (No More Ransom 2018).

According to Wicks et al. (1994), companies must be adaptable in a fast, ever-
changing business environment if they wish to survive and thrive. With this in mind,
we encourage businesses to respond readily to ransomware attacks from black hats.
In an ideal situation, the faster the decryption key is to hand, the shorter the down-
time period. In a situation where a decryption key is not available, and a business
explicitly refuses to engage in negotiation talks with the black hat, the business is
not only prolonging downtime, they are potentially worsening the financial impact
of the attack. Depending on the severity of the attack, such action could affect the
long-term sustainability of the firm and the ultimate goal of the firm, which is sur-
vival (Engster 2011). Going back to stakeholders’ interests and the understanding
that businesses have a responsibility to consider stakeholders’ interests in their
decision-making process, an explicit refusal to engage with black hat demands does
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not align with the interests of all stakeholders simply because of the financial impact
of downtime, which can put the survival of the business in jeopardy.

Due to the limitations of this chapter, we assume for the sake of argument that
the black hat’s motivations are financial gain and they stick to their end of the ran-
som (i.e.) when the ransom is paid, they provide the decryption key and do not share
or sell the encrypted data. Based on this assumption, we argue that companies have
a responsibility to stakeholders (save for black hats) to reduce the potential collat-
eral damage (i.e.) economic, reputational and psychological damage that a ransom-
ware attack can cause. We suggest that businesses can do this by (1) having the
knowhow to consult the decryption tools available and (2) when it becomes clear
that decryption keys are unavailable, being able to open up negotiation talks with
the black hat with a view to reducing the ransom demanded and, thereafter, be will-
ing to pay the ransom at a reduced price.

Our analysis of stakeholder’s interests has brought to light both the interests of
the stakeholders and the conflicts of interest that arise in both grey hat and black hat
ransomware attacks. After analysing the listed interests and conflicts, we argued
from a care perspective that businesses have a responsibility to their stakeholders to
communicate and negotiate with grey hats in respect of establishing a reasonable
timeframe within which the business can patch the discovered vulnerabilities.
Additionally, we argued that businesses have a responsibility to engage with black
hats and negotiate a lower ransom when it becomes clear that no decryption key is
available. It is noteworthy to mention that in advocating communicating and nego-
tiating with black hats, we are not condoning black hat behaviour; we are simply
offering businesses a short-term ethical solution to a much larger problem. The
larger problem exists for many reasons which do not fall within the scope of this
chapter.
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Chapter 7 )
Cybersecurity in Health Care b

Karsten Weber and Nadine Kleine

Abstract Ethical questions have always been crucial in health care; the rapid dis-
semination of ICT makes some of those questions even more pressing and also
raises new ones. One of these new questions is cybersecurity in relation to ethics in
health care. In order to more closely examine this issue, this chapter introduces
Beauchamp and Childress’ four principles of biomedical ethics as well as additional
ethical values and technical aims of relevance for health care. Based on this, two
case studies—implantable medical devices and electronic Health Card—are pre-
sented, which illustrate potential conflicts between ethical values and technical aims
as well as between ethical values themselves. It becomes apparent that these con-
flicts cannot be eliminated in general but must be reconsidered on a case-by-case
basis. An ethical debate on cybersecurity regarding the design and implementation
of new (digital) technologies in health care is essential.

Keywords Autonomy - Beneficence - Electronic health cards - Implants - Justice -
Nonmalefience - Principlism

7.1 Introduction: The Value of Health

In the preface of his book The value of life (1985: xv) bioethicist John Harris writes,
with a dash of sarcasm, that

[n]ot very long ago medical ethics consisted of two supremely important commandments.
They were: do not advertise; and avoid sexual relations with your patients. At about the
same time as doctors were doing their best to obey these commandments, moral philoso-
phers were more concerned with the meaning of words than with the meaning of life. Now,
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not just doctors but all health care professionals are interested in ethical questions as they
relate to medical practice [...].

The questions Harris addresses are of fundamental character: the value of life,
the beginning and end of life, euthanasia, and the like. Most astonishingly, health is
not mentioned at all in the table of contents, although the whole book is dedicated
to providing arguments that protecting the life and health of their patients is the
most important responsibility of physicians and other health care professionals,
since health is seen as the most important prerequisite of a good life.

In Western culture, at least since the time of ancient Greece, there has been a
great deal of thought given to the value of health for a good and successful life. Even
after more than 2500 years, the Hippocratic Oath still has an important significance
for medical action; the value of health, not only throughout Western intellectual his-
tory, is a recurring theme. It is probably no exaggeration that health, despite all the
problems inherent in a precise definition of this term, enjoys high priority world-
wide. Given this importance, it cannot be surprising that in order to protect health,
the WHO has formulated access to it as a central human right.

If health actually is an important, if not the most important, value to human
beings, then a health care system being able to provide effective and efficient help
in case of medical problems also is most valuable—from an individual as well as
societal point of view. That immediately raises the question of who must be obliged
to provide for the necessary resources to maintain an effective health care system
(e.g. Daniels 1985; Harris 1988). Although we do not discuss the benefits and bur-
dens or moral justifications of different ways to maintain and finance an effective
and efficient health care system, justice and fairness will be an important issue in
what follows. The provision and maintenance of cybersecurity in health care can be
very resource-intensive; this raises the question of who has to pay for these resources.

Health care systems most obviously need huge amounts of resources—according
to the WHO in 2015, US $7.2 trillion worldwide was spent on health care. This
amounts to 10% of the 2015 global GDP. At the same time, in many countries pro-
viding these resources is becoming more difficult because political or economic
factors, as present in most countries with aging populations, make it difficult to
finance their respective health care system. Therefore, as Nancy Lorenzi (2005: 2)
puts it, “[a]lmost every major economy in the world experiences the effects of the
high cost of health care, and many, if not most, national and regional governments
are in some stage of health care reform”. Although this was being said more than a
decade ago it is still valid—and it is to be expected that it still will be valid in the
years to come.

Attempts to reform existing health care systems most often include the develop-
ment and implementation of Information and Communication Technology (ICT) in
order to support the provision of effective and efficient health care services. In other
words, ICT shall be employed to reduce or at least stabilise the costs of health. One
of the main purposes of ICT systems in health care is the administration of informa-
tion about patients and treatments that “[...] is a vital but complex component in the
modern health care system. At a minimum, health care providers need to know a
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patient’s identity and demographic characteristics, recent and distant medical history,
current medications, allergies and sensitivities, chronic conditions, contact informa-
tion, and legal preferences.” (McClanahan 2007: 69) However, McClanahan also
stresses that “[t]he increased use of electronic medical records has created a substan-
tial tension between two desirable values: the increased quality and utility of patient
medical records and the protection of the privacy of the information they contain”.

At the same time, “[iJmprovements in the health status of communities depend
on effective public health and health care infrastructures. These infrastructures are
increasingly electronic and tied to the Internet. Incorporating emerging technolo-
gies into the service of the community has become a required task for every public
health leader”. (Ross 2003: v) In other words, stakeholders (see Chap. 6 for an
example of a comprehensive stakeholder identification) such as patients, health care
professionals, health care providers, or insurance companies are confronted with
competing or even contradictory aims such as increasing efficiency, reducing costs,
improving quality, and keeping information secure and confidential (cf. Fried 1987).
Employing new technologies in health care therefore creates new value conflicts
(see Chap. 3) or at least makes old conflicts and problems more visible or increases
their urgency.

Simultaneously, other moral values also shall be protected and supported, either
as fundamental moral values in European societies and/or as moral values (see
Chap. 3), which are constitutive for the relationship between patients on the one
side and health care professionals on the other. Conflicting or even contradictory
aims and values raise moral concerns, since it has to be decided which aim and
which value should be prioritised. To illustrate this, studying the conflict between
beneficence and autonomy—both are important moral values within and outside the
medical sphere —can be of assistance: When ICT is deployed in the health sector,
it shall be aimed at ensuring that patients themselves determine when which infor-
mation is revealed to whom—password protection and encryption are common
measures to achieve this aim. However, in emergencies, when patients are no longer
able to make this decision, there is now a risk that important medical information
will no longer be accessible.

Moreover, it might be very helpful to share medically relevant patient informa-
tion widely among health care professionals to improve the quality and efficiency of
treatment. The goal of protecting patients’ privacy and autonomy, however, may be
at odds with this aim. In addition, in scholarly debates it is often mentioned that to
provide cybersecurity it might be necessary to compromise privacy (see also Chap.
10). This can occur, for example, when non-personal health information on the
Internet is only accessible if potential users of this information have to disclose their
identity. It is argued that the respective platforms are better protected against attacks
because the identity of the attackers could be determined. The problem here, how-
ever, is that anonymous searching, for example for information on diseases that are
socially stigmatised, would then no longer be possible.

Such conflicting aims raise particular concern because it is obvious that both the
protection of patients’ privacy as well as the security of information systems and
patient data must be important objectives in health care. Without privacy, trust
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among patients and health care professionals necessary for medical treatment is
jeopardised (cf. Beauchamp and Childress 2009: 288ff.) and without the certainty
that patient data will not be tampered with or stolen, treatment itself is at risk.
Approaching cybersecurity in health, in the second section we first discuss the
relevant moral principles, values and technical aims relevant for the health domain.
To illustrate the complexity of these issues, in the third section we present case stud-
ies from health practice. We furthermore explain in detail the conflicts that have
emerged, which are examples of the broad spectrum of existing conflicts and trade-
offs in health care. Finally, we outline the relationship between moral values and
cybersecurity in health care. In the fourth section, we draw a brief conclusion.

7.2 Principles, Moral Values and Technical Aims

7.2.1 Principlism as a Starting Point of Ethical Analysis

Those involved in scholarly and professional debates concerning biomedical ethics
will be familiar with autonomy, beneficence and justice: Together with nonmalefi-
cence these values—or more accurately ‘principles’—can be seen as core moral
aims, as particularly emphasised in Beauchamp and Childress’ considerations on
the foundations of biomedical ethics (see also Chap. 4). Their book Principles of
Biomedical Ethics (2009) first published in 1977 is a groundbreaking text. The core
features of their approach—principlism’—involves four moral principles, namely
autonomy, nonmaleficence, beneficence and justice, which are pertinent to a par-
ticular moral situation; furthermore, they use their specification, balancing and
(deductive) application to create a bridge between the moral situation and the rele-
vant principles.

It must be stressed that principlism is far from an indisputable tenet in biomedi-
cal ethics; its weaknesses include neglect of emotional and personal factors that are
inherent in specific decision situations, oversimplification of the moral issues, and
excessive claims of universality (e.g. Clouser and Gert 1990; Hine 2011; McGrath
1998; Sorell 2011). Nevertheless, principlism remains highly influential for schol-
arly thinking about ethical issues arising (not only) in the health domain (e.g. Reijers
et al. 2018). Hence, we use principlism as the starting point of our ethical analysis
concerning cybersecurity in health.

As already mentioned, Beauchamp and Childress’ four principles of biomedical
ethics are respect for autonomy, nonmaleficence, beneficence and justice, the defini-
tions of which can be briefly summarized as follows (cf. Loi et al. 2019):

— Respect for autonomy as a negative obligation means avoiding interfering in
other people’s freely made decisions. Understanding respect for autonomy as a
positive obligation means informing people comprehensibly and thoroughly
about all aspects of a decision, for example about its consequences. Respect for
autonomy also may “[...] affect rights and obligations of liberty, privacy, confi-
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dentiality, truthfulness, and informed consent [...]” (Beauchamp and Childress
2009: 104).

— The principle of nonmaleficence is derived from the classic quote “above all, do
no harm” which is often ascribed to the Hippocratic Oath. As Beauchamp and
Childress (2009: 149) state, “[...] the Hippocratic oath clearly expresses an obli-
gation of nonmaleficence and an obligation of beneficence”. At the heart of this
principle is the imperative not to harm or ill-treat anyone, especially patients.

— Beneficence must be distinguished from nonmaleficence. According to
Beauchamp and Childress (2009: 197), “[m]orality requires not only that we
treat persons autonomously and refrain from harming them, but also that we
contribute to their welfare.” Consequently, care must always be taken to ensure
that actions that are intended to be benevolent do indeed contribute to a benefit;
the advantages and disadvantages, risks and opportunities as well as the costs
and benefits of those actions must therefore be weighed up.

— Justice as a principle is even more difficult to grasp than the other three princi-
ples, since the different existing theories of justice produce very different results.
For the purposes of our considerations, justice is to be translated as a guarantee
of fair opportunities and the prevention of unfair discrimination, for instance
based on gender or ethnicity. Justice also means that scarce resources should not
be wasted; in addition, these resources often have to be provided by others, for
example by the insured (cf. McCarthy 1987), so that economic use is required.

As Beauchamp (1995: 182) emphasises, “[t]he choice of these four types of
moral principle as the framework for moral decision making in health care derives
in part from professional roles and traditions.” Hence, it should be considered that it
might have repercussions on the principles as a framework for moral decision mak-
ing in health care if professional roles and traditions change in time. It is most obvi-
ous that new technologies contribute to such changes.

7.2.2 Technical Aims Mapping to Ethical Principles

Despite justified criticism, we chose to use principlism as a starting point of our
ethical analysis because its four moral principles can be mapped to the important
aims of the employment of ICT in health care, which are efficiency and quality of
services, privacy of information and confidentiality of communication, usability of
services and safety (this idea was first developed by Christen et al. 2018; see also
Fig. 7.1). The definitions of these four aims can be summarised as follows:

— Efficiency and Quality of Services: One of the main purposes of ICT systems in
health care is the administration of information in order to increase the efficiency
of the health care system and to reduce its costs. Improvements in health care in
qualitative terms refer, for instance, to new services that provide treatment or
processes with better health-related outcomes. Big Data, the collection and
sharing of as much health related data as possible, might be used to establish new
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Ethical principles Technical aims

Efficiency and quality
of services

Autonomy

Privacy of information
Nonmaleficence and confidentiality of
communication

Beneficence Usability of services

Justice

Fig. 7.1 Technical aims mapping to ethical principles

insights regarding diseases and possible treatments (e.g. Vayena et al. 2016). In
this regard, quality and efficiency of services map to the principle of beneficence.
Efficiency of services map also to the principle of justice insofar as services con-
tribute to the economic use of resources, in this way diminishing the risk of
unfair allocations.

— Privacy of Information and Confidentiality of Communication: Using ICT to
process patient data creates a moral challenge in terms of quality on the one hand
and privacy and confidentiality on the other hand—yet both are important aims
in health care. In particular, privacy is often seen as a prerequisite of patients’
autonomy and therefore privacy maps to the principle of autonomy. Privacy and
confidentiality are also foundations of trust among patients on the one hand and
health care professionals on the other.

— Usability of Services: Usability can be defined as “[...] the degree of effective-
ness, efficiency, and satisfaction with which users of a system can realize their
intended task” (Roman et al. 2017: 70). With regard to health, users can be
patients, medical staff and/or administrators, which have different degrees of
ICT competences, depending on personal attitudes and socio-demographic vari-
ables (Kaplan and Litewka 2008). Usability of services map to the principle of
nonmaleficence since poor usability can hurt people (e.g. Magrabi et al. 2012;
Viitanen et al. 2011). Thus, usability, quality and efficiency are interrelated since
reduced usability may compromise quality and efficiency. Usability of services
additionally maps to the principle of justice in that usability for all kinds of users
increases the accessibility of services.
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— Safety: Safety can be defined as the reduction of health-threatening risks. Safety,
quality, efficiency and usability are interrelated, but they do not align, because
safety measures might reduce the efficiency and usability of services and there-
fore quality. Safety maps to the principle of nonmaleficence as well as to the
principle of beneficence.

The four technical objectives mentioned above are composed of various sub-
goals. For instance, accessibility, availability, responsibility and transparency can be
considered part of safety. Another example is universal design as “design-for-all,
barrier-free design, transgenerational design, design-for-the-broader-average, or
design-for-the-nonaverage” (Sandhu 2000: 80) that can be understood as part of
usability. A detailed ethical analysis of case studies requires a very thorough exami-
nation of what subgoals make up the above mentioned technical aims in each case—
this can be understood as a ‘“specification” in the sense that Beauchamp and
Childress understand it in relation to their ethical principles. This kind of specifica-
tion is important not only for the technical requirements, but—as will become
apparent—also for the identification of moral values that could be affected by tech-
nical aims.

7.2.3 Other Moral Values

The findings of an extensive structured literature search (Christen et al. 2017;
Yaghmaei et al. 2017: 9-17) show that, beside the four principles, additional moral
values are affected by cybersecurity in health care. These values may often have a
connection to Beauchamp and Childress’ principles, but, to different extents, they
go beyond them. The most relevant ones with regard to cybersecurity in health care
are freedom and consent, privacy and trust, dignity and solidarity, and fairness and
equality.

— Privacy and Trust: Privacy plays a crucial role, not least because of the use of
constantly growing amounts of data (Big Data). Privacy of patients shall be guar-
anteed, also with particular regard to the sensitive nature of health-related data.
Risks such as uncontrolled access by third parties, disclosure of data and the like
are to be eliminated. Patients must be able to trust new health technologies, pro-
fessionals and the health care system in general. In other words, they must be
certain to be protected from harm, which is connected to the principle of
nonmaleficence.

— Freedom and Consent: Freedom includes both the unrestricted choice of (non-)
use of new technologies as well as the unhindered choice of how and for which
purposes new technologies are being used. To achieve this, patient consent must
be recognised as an important factor in health care. This refers, in contrast to
presumed consent, to informed consent. The idea of informed consent and the
general freedom of use and freedom of choice emphasises the principle of
autonomy.
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— Fairness and Equality: An important value in terms of health is fairness in treat-
ment. This includes access for all patients to all types of treatment, regardless of,
for instance, their ethnicity and social background. This is closely linked to the
principle of justice, but emphasises the protection against subtle unfair treat-
ments, e.g. special consideration for people with a lack of skills, knowledge or
abilities: Patients with limited health and technical literacy should be treated
equally compared to those who know how to operate health technology.
Everybody must be protected from unfair treatment, discrimination and stigma-
tisation; vulnerable groups shall not be excluded. Fairness and equality are
closely linked to the principle of justice.

— Dignity and Solidarity: Human dignity is a major democratic and European
value. Dignity must always be maintained, regardless of technical innovations,
necessary moral compromises and limited resources. While dignity in its abstract
form is difficult to grasp and primarily addresses the individual, solidarity
describes a societal value in a more concrete way: the interpersonal commitment
of individuals and groups who have both responsibility and benefits as a com-
munity, e. g. in a health insurance system and public welfare. Both dignity and
solidarity, especially in relation to health and cybersecurity, are tied to the prin-
ciple of beneficence.

These ethical principles and additional values are often both interlinked and in
conflict with each other. In addition, there is the different use of terms: Privacy, for
example, appears as part of an ethical principle, a technical aim and a moral value.
Privacy as technical aim refers to data protection whereas Beauchamp and Childress
consider privacy as a specification of the principle of autonomy. This ambiguity
again demonstrates the importance of a detailed analysis of moral principles and
values on the one hand and technical aims on the other.

7.3 Case Studies

7.3.1 Cardiac Pacemakers and Other Implantable Medical
Devices

7.3.1.1 Brief Description of the Case

Implantable medical devices (IMDs) are employed with the intention of improving
the quality of a patient’s life. Implants such as cardiac pacemakers, insulin pumps,
biosensors and cochlear implants offer therapeutic, monitoring and even life-saving
benefits: medical treatment can be made more precise, efficient, customised and
flexible (Burleson and Carrara 2014, 1 f.; Ransford et al. 2014, 157/167 f.). An
increasing number of IMDs are wirelessly networked and can be connected to other
devices to, for example, monitor functionality, set parameters, exchange data or
install software updates.
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However, for some years, there have been reports about the dangers of implant-
able medical devices. In addition to the risk of unintentional loss of function due to
defects, the connectivity of IMDs leaves them open to malicious attacks. Examples
of such possible attacks are (Baranchuk et al. 2018: 1285 f.; Coventry and Branley
2018: 48 f.; Mohan 2014: 372, Ransford et al. 2014: 158/161 f.):

— Unauthorised access to sensitive data, and their manipulation or further misuse
such as identity theft.

— Spread of malware and viruses to interconnected devices and system networks.

— Manipulations of the devices to, for instance, modify the automatic insulin out-
put or the impulse rate of a cardiac pacemaker.

— Switching off devices, which can endanger the health or, in the worst case, even
the life of the person carrying the device.

Although there have been no real incidents known to date, for years, hackers,
security experts, and scientists have been illustrating the vulnerabilities of IMDs:
Jerome Radcliffe presented a talk at the Black Hat conference in 2011 at which he
explained how he was able to get access to implanted insulin pumps through reverse
engineering (Radcliffe 2011); Barnaby Jack showed his successful hack in order to
control pacemakers (Burns et al. 2016: 70); and Pycroft et al. (2016) discussed the
actual possibilities of ‘brainjacking’ neurological implants. In 2017, the FDA pub-
lished a safety communications issue in which it announced that almost half a mil-
lion cardiac pacemakers must get a software update “[...] to reduce the risk of
patient harm due to potential exploitation of cybersecurity vulnerabilities [...]”
(FDA 2017). In one of the most recent cases, Billy Rios and Jonathan Butts explained
in the abstract of their Black Hat 2018 presentation that they “[...] provide detailed
technical findings on remote exploitation of a pacemaker system [sic!], pacemaker
infrastructure, and a neurostimulator system. Exploitation of these vulnerabilities
allow for the disruption of therapy as well as the ability to execute shocks to a
patient.” (Rios and Butts 2018) Already some years ago, this issue received special
public attention when the media widely reported that the wireless function of then
US Vice President Dick Cheney’s pacemaker was deactivated due to security risks
(e.g. Vijayan 2014).

Although dangers posed by attacks on IMDs should not be underestimated, their
occurrence is, due to the complexity of such attacks, not yet too realistic: First,
depending on the type of data transmission, a short distance may be required, not
least because of the already difficult energy provision of IMDs. Second, the motiva-
tion to potentially risk the lives of implant users need to be given; if it was a matter
of financial gain through access to personal data, other cyberattacks would serve a
better purpose. Experts expect a greater risk of malware and viruses affecting medi-
cal networks including connected implants (Baranchuk et al. 2018, 1287; Burleson
and Carrara 2014, 2-5; Coventry and Branley 2018: 49-51).

Different factors contribute to the lack of security. In addition to the risks posed
by interconnectivity, there are other technical difficulties: Digital implants are sup-
posed to have a long lifetime circle to minimise invasive treatment. Therefore, and
due to the required small size and lightweight of medical devices, battery capacity
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and storage space are very limited, which often results in weak or missing encryp-
tion; outdated, weak or even no virus protection; and/or in the lack of regular soft-
ware updates. The latter in particular creates the risk of endangering patients’ health
and/or life caused by malfunctions or breakdowns of a device due to the problem of
outdated and insecure software used with IMDs (Burleson and Carrara 2014: 1/4;
Fu and Blum 2013: 36; Mohan 2014, 372 f.; Ransford et al. 2014: 162/166—169).
The development of effective regulations to improve the security of IMDs has
proven to be difficult as well: Several administrative bodies (e.g. the FDA, see
Woods 2017) have been working on such regulations and on certification systems
for years without successfully covering all eventualities. Due to the complex combi-
nation of various technical factors and different actors, the definition of responsibili-
ties and requirements regarding IMDs seems to be quite difficult and often comes
with a huge time delay with regard to technical improvements (Burns et al. 2016:
70 f.; Cerminara and Uzdavines 2017: 311 f.; Coventry and Branley 2018: 48).

7.3.1.2 Conflicting Ethical Values

The following analysis of possible moral conflicts demonstrates that there are not
just management problems that contributes to these conflicts but that competing
moral values or different value hierarchies on the part of stakeholders increase the
insecurity of IMDs. Furthermore, as already pointed out, moral values can also
conflict with technical requirements.

IMDs serve the primary aim of increasing the physical safety of patients. Wireless
IMDs are designed to enable the continuous monitoring of vital parameters and
faster communication with health care professionals both routinely and in emer-
gency cases. While this faster access aims to enable health care professionals to use
medical data more quickly, efficiently and flexibly to perform successful treatment,
lack of transparency about who and under what circumstances can access what
information does not ensure patient consent and control (Mohan 2014: 372). In
addition, a key problem is that patients do not have direct access to information
stored in IMDs, particularly in the case of so-called ‘closed-loop-devices’, although
these data could inform them about their own body and health status (Alexander
2018; Ransford et al. 2014: 165-167).

If patients think that they might have little or no control over their own health-
related data, that could, in the long run, contribute to a loss of confidence in health
technology as well as in health care professionals. Because IMDs can be attacked
and personal data stolen, patients may perceive danger for themselves and their data
and thus for privacy and trust. Furthermore, there is the risk that implant users will
be discriminated against as a consequence of unauthorised access to sensitive data,
their uncontrollable use and disclosure to third parties. (Burleson and Carrara 2014:
1f; Coventry and Branley 2018: 48, Ransford et al. 2014: 158).

Another possible negative effect on patients’ trust is the lack of a clear attribution
of (moral) responsibility to the various stakeholders involved (e.g. manufacturers and
designers, health care professionals and insurance companies, legislators and regula-
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tors), who pursue different interests and are not always primarily focused on patients’
well-being (Alexander 2018; Baranchuk et al. 2018: 1285 f.; Burns et al. 2016: 72).

If patients were to decide who exactly has access to their IMD or if the access
would be at least (through technical or regulatory measures) more protected, how-
ever, other problems (in addition to the ones mentioned above) would arise:

Requiring users to authenticate to a device before altering its functionality is a boon for
security, but it introduces risks in case of an emergency. A medical professional may need
to reprogram or disable a device to effectively treat a patient. [...] [E]ncryption or other
strong authentication mechanisms could make such emergency measures impossible if the
patient is unconscious or the facility does not possess a programming device with a required
shared secret. (Ransford et al. 2014: 170).

In this case, the effective use and safety of the IMD would be in jeopardy. The
conflict between usability and security does not only occur with the use by health
care professionals. In the case of an open-loop system in which patients have access
to the information stored in the device, their literacy level must be considered to
ensure that patients with little technical knowledge and understanding for security
do not suffer disadvantages. The degree of dependency and the level of risk must
also be considered (Alexander 2018; Ransford et al. 2014: 164 f.).

7.3.2 Electronic Health Card (eHC) in Germany
and Elsewhere

7.3.2.1 Brief Description of the Case

Conflicts with regard to cybersecurity are often related to privacy and data protec-
tion (e.g. Ferndndez-Aleman et al. 2013; see also Chap. 10). However, there are
other types of conflicts. For instance, reaching a high level of cybersecurity might
be very expensive. In a health care system financed on a solidarity basis, as it exists,
for instance, in many European states, such costs would be passed on to all insured
persons and thus potentially make the health care system more expensive for all. In
health care systems where every person insures her own risk, as in the United States
for example, it could be the case that only those who are willing and able to pay for
expensive security would be able to enjoy the benefits of appropriately secured tech-
nology. This might raise concerns regarding social justice. As mentioned above,
cybersecurity can also conflict with usability and accessibility. Despite these poten-
tial difficulties, there are high hopes for the use of ICT in health care, in particular
regarding electronic health records and electronic health cards. This is demonstrated
with reference to the German eHealth Card (eHC):

As part of the German health-care reform, the current health insurance card is being
upgraded to an electronic health card. On it, data on patient investigations, drug regulations,
vaccinations and emergency data are stored. The aim is among other things to improve
medical care and the prevention of drug incompatibilities and duplication of investigations.
(Jurjens and Rumm 2008)
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The development of an eHC in Germany was already discussed for the first time in
2004. Technical development then began in 2006, but in 2009 the project was halted
(Tuffs 2010) because it was feared that the costs and benefits were no longer in
reasonable proportion to each other. There was also a great deal of resistance, par-
ticularly on the side of physicians. Now, in 2019, the nationwide introduction of the
German eHC has yet to begin (cf. Stafford 2015).

In particular, German physicians are quite sceptical with regard to the eHC, since
it is feared that its deployment will result in huge costs and increase the workload of
physicians and health care personnel: “The cost-benefit factor plays an important
role in the implementation process, because—in the opinion of many physicians—
the financial effort for acquiring and maintaining the system does not sufficiently
outweigh the resulting benefit” (Wirtz et al. 2012: 659). As Ernstmann et al. (2009:
185) write, “[...] the ratings of perceived usefulness are rather low, i.e. physicians
are not aware of useful aspects of the new technology or do not judge the established
aspects as useful in their practice.”

It is difficult to make accurate statements about whether this dissatisfaction has
improved, as there is little practical experience with the eHC to date. A large-scale
study (Schoffski et al. 2018) shows that many practitioners are still sceptical about
the benefits. Although it is emphasised that the validity of the insurance status can
be determined more reliably by the eHC—which is an important (cyber)security
aspect—the administrative effort has not decreased. Since the functional capabili-
ties of the eHC have also been very limited to date, it is still not possible to prove
any medical benefit. Some scholars (Deutsch et al. 2010; Klocker 2014) assume that
these attitudes result from the perception of different aims on the part of the stake-
holders; this would strengthen the assumption that technical, medical and ethical
values or principles often compete or conflict with each other, especially in the
health care sector. Although not discussed in detail here, it should be added that
economic considerations play a dominant role in this particular case, which may
also compete with other goals and values.

This rather sceptical attitude changes if it is assumed that the functional scope of
the eHC is supplemented by the storage of a so-called emergency dataset, which, for
example, would make it considerably easier for emergency physicians to provide
first aid more accurately (Born et al. 2017). Since the medical benefit for physicians
and, of course, for patients is most obvious, other considerations such as privacy,
data protection and the like seem to be pushed into the background.

At the same time, at least to some stakeholders, benefits such as increased secu-
rity are less obvious: “The efficiency of the system is considered as critical by the
physicians, particularly in terms of data security and potential misuse of data. The
primary concern of the physicians is the unauthorised access of a third party to
stored data.” In addition, “[r]egarding the introduction of the eHC to date, most
physicians have criticized the very opaque communication and poor instruction on
the subject” (Wirtz et al. 2012: 651). Or, to put it in other words (Ernstmann et al.
2009: 181): “Primary care physicians rate their involvement in the process of the
development of the technology and their own IT expertise concerning the techno-
logical innovation as rather low.”
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The German eHC is based on a decentralised ICT infrastructure; its security fea-
tures are strongly dependent on online network connections between end-user termi-
nals and servers. Only if such connections are available all security features can be
fully used—two-factor authentication with PIN and eHC, for example, only works if
there is an online connection between the terminal and the server. Without being
online, end-user terminals can still be used, but with reduced security. In such cases,
the application of the eHC comes with a potential conflict of (cyber-)security on the
one hand and usability on the other (Jiirjens and Rumm 2008). Since the provision of
mobile Internet has improved since 2008, this problem may have been mitigated. The
example shows, however, that cybersecurity builds on infrastructures that are not
always and universally available—this might raise questions of social justice.

7.3.2.2 Conflicting Ethical Values

In addition to the obvious conflicts of moral values that could arise from the high
infrastructural costs for the introduction of the eHC, this brief description already
illustrates that there are other areas of conflict that should be examined in more
detail.

Beyond the issue of unfair distributed economic burdens, which raise moral con-
cern with regard to social justice, the deployment of the German eHC as well as
similar ICT infrastructures in other countries might be accompanied with another
issue concerning discrimination. Due to security considerations, e.g. to protect med-
ical data against misuse and unauthorised access, most of these infrastructures
employ encryption and password protection of sensitive data. Laur (2014) mentions
that “[w]hile some people have already difficulty remembering a PIN (especially
elderly and disabled people), having many more passwords that are intended to
protect them could put them at risk of disclosure, loss or stealing.”

Although Laur refers to electronic health records in general, the problem also
applies to the German eHC in particular: The eHC not only consists of a database,
but its core components are a PIN and a credit card-sized chip card for two-factor
authentication. Patient data (apart from the emergency dataset) can only be accessed
if the chip card and PIN are used simultaneously. For elderly and/or handicapped
people, for instance the visually impaired, using the eHC could be difficult. It is
very likely that the persons concerned will create their own work-arounds, for
example by writing PINs on the eHC or by disclosing them to health care personnel,
which will certainly reduce the level of data protection, privacy and security of
those persons. In such cases, a personal relationship of trust, which was originally
intended to be replaced by technology, regains importance. From an ethical perspec-
tive, this does not necessarily have to be evaluated negatively, but it demonstrates
that security measures can have ambivalent consequences and might raise concerns
with regard to equality. Furthermore, it must be considered that in the large study of
Schoffski et al. (2018), usability was not really examined. This raises questions
regarding the consideration of stakeholder groups such as handicapped or elderly
people and their needs.
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7.3.3 Cybersecurity and Ethics in Health: A Tentative
Summing-Up

It must be stressed that there is a long history behind the collection, storage and use
of patient data. During that time, moral rules or moral orders developed to manage
this data conscientiously and according to the interests of all stakeholders, but these
rules related to data storage in paper files. The introduction of new technologies for
storing and processing patient data, such as the electronic patient record or the eHC,
will undoubtedly affect traditional moral and legal rules “governing health records,
for example, consent and access rules, responsibility for data quality, liability for
negligence, mistakes and accidents” (Garrety et al. 2014: 72); they will certainly be
called into question by the new possibilities. In the future, we will have to prove
whether these changes should be called “disruption of moral orders” (Garrety et al.
2014). Nevertheless, (digital) technologies and their possibilities force us to pay more
attention to how moral rights and obligations change with the use of technology.

The case studies described above should already demonstrate that in terms of
cybersecurity, the design and application of new technologies in health care affect
numerous principles, goals and moral values that are in competitive, conflicting or
exclusive relationships. Without striving for completeness, the conflicts among tech-
nical aims and moral values and/or among different moral values should be briefly
mentioned again: security vs. usability, safety and usability vs. privacy and trust,
efficiency and quality of service vs. freedom and consent, and security vs. benefi-
cence. It is likely that in many cases, conflicts can be mitigated or even completely
resolved by skilful technical design or by adapting organisational processes.
However, it is equally likely that in some cases no such simple solutions are avail-
able. Beauchamp and Childress have often been criticised for not providing a clear
hierarchy of principles; this, as often denounced, leaves the prioritisation of princi-
ples to the discretion of the decision-makers. However, it could well be that in many
conflicts this is all that can be achieved. It is therefore one of the most important tasks
of the value-based design of technology to make considerations transparent that lead
to a decision. This makes it possible for decisions to be reconstructed, questioned
and, if necessary, revised later on. In addition, there is often a demand that as many
stakeholders as possible be involved in the value-based design of technology so that
their expectations, demands and fears could be considered (Hennen 2012). However,
it should be kept in mind that the participatory design of technology itself raises
moral concerns that cannot always be answered adequately (Saretzki 2012).

7.4 Conclusion

Verbeek (2006: 362) writes that “[1]ike a theater play or a movie [...] technologies
possess a “script” in the sense that they prescribe the actions of the actors involved.
Technologies are able to evoke certain kinds of behaviour [...] Technological
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artefacts can influence human behaviour, and this influence can be understood in
terms of scripts.” Verbeek (2006: 361) thus stresses that it is necessary to explore
technology’s normative aspects because “[w]hen technologies coshape human
actions, they give material answers to the ethical question of how to act. This implies
that engineers are doing ‘ethics by other means’: they materialize morality.” As a
consequence, we must learn that “[...] information systems are intentionally or
unintentionally informed by moral values of their makers. Since information tech-
nology has become a constitutive technology which shapes human life it is impor-
tant to be aware of the value ladenness of IT design.” (van den Hoven 2007: 67).

The statements above aim to provide an initial insight into how moral values can
conflict with each other in the design and use of medical technology, as well as how
technical design decisions can come into competition with moral values. It is to be
expected that an investigation of further case studies would reveal other and more
conflicts not considered here. Following the concepts of ‘value sensitive design’
(VSD, e.g. Friedman 1996; Friedman et al. 2013) and ‘responsible research and
innovation’ (RRI, i.e. Burget et al. 2017; Stahl et al. 2014), every research and
development project must therefore ensure that a comparable detailed analysis takes
place in order to detect and then avoid such conflicts.
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Abstract This chapter provides a political and philosophical analysis of the values
at stake in ensuring cybersecurity for critical infrastructures. It presents a review of
the boundaries of cybersecurity in national security, with a focus on the ethics of
surveillance for protecting critical infrastructures and the use of Al. A bibliographic
analysis of the literature is applied until 2016 to identify and discuss the cybersecu-
rity value conflicts and ethical issues in national security. This is integrated with an
analysis of the most recent literature on cyber-threats to national infrastructure and
the role of Al This chapter demonstrates that the increased connectedness of digital
and non-digital infrastructure enhances the trade-offs between values identified in
the literature of the past years, and supports this thesis with the analysis of four case
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8.1 Introduction

One of the first duties of a national state is defending national security, which is the
protection of its citizens, economy and institutions. Originally, national security
pertained protection from military threats, but nowadays its scope is broader and
includes security from terrorism and crime, security of economy, energy, environ-
ment, food, critical infrastructure, and finally cybersecurity. In this chapter, we
tackle the ethical challenges posed by cybersecurity in national security and, in
particular, the security of critical infrastructures. The critical infrastructures of a
state are the physical, non-physical and cyber resources or services that are funda-
mental to the minimum functioning of a society and its economy. Reliable ICT
networks and their services, which are critical infrastructures, are crucial in ensur-
ing public welfare, economic stability, law enforcement and defence operations.
Societies increasingly depend on public ICT networks and their services. The stabil-
ity, safety and resiliency of the cyberspace is a national security issue, as the vulner-
abilities of the cyberspace can be exploited to impair or destroy the critical
infrastructures of a state, which highly rely on ICT networks and services.

In the national security sphere, state actors such as the police and national secu-
rity agencies have privileged access to ICT services, in order to enforce the law and
carry out defence operations and countermeasures to terrorism. However, the privi-
leged access of government agencies to ICT services may endanger values that are
pivotal for contemporary societies. Cybersecurity measures at the national level
may create a condition of discrimination by affecting people’s access to some
resources or services, have economic implications that affect fairness, influence
freedom of expression, limit people’s autonomy and violate privacy (see also Chaps.
3 and 4). For this reason, the identification and discussion of the ethical issues and
value conflicts involved in cybersecurity at the national level is fundamental to
assist national security organisations. In this contribution, we answer this need by
providing the main ethical issues and potential value conflicts that should be consid-
ered by every national security organisation when carrying out cybersecurity initia-
tives, with a specific focus on the vulnerabilities to which critical infrastructures are
subject. The aim of this chapter is to raise awareness about cybersecurity values,
and to stimulate idea generation and discussion regarding values of cybersecurity in
the national security domain.

8.2 Review of the Literature on Cybersecurity
in the National Security Domain

We identified the ethical issues at stake in cybersecurity in the national security
domain in the papers selected in the literature review on cybersecurity and ethics by
Yaghmaei et al. (2017). We then constructed a network of the ethical values involved
and of their possible tensions within the network. As a starting point, we categorised
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the papers by identifying value conflicts of cybersecurity initiatives. We further
marked ethical issues and values that were either supportive or in conflict with
security, as the latter is the core value of cybersecurity. On the basis of that categori-
sation, we delineated a set of ethical issues and conflicting values.

In our review of the papers on cybersecurity in the national security domain,
two topics are mostly investigated. The first is the urgency for nations to develop
strategies, frameworks, and suitable legal policies to defend and protect from cyber-
attacks. The second topic is the difficulty and complexity of handling cyber-attacks
countermeasures, which is because cyber-attacks overcome national borders and
because interconnectivity, even though it boosts economic growth and makes peo-
ple’s life easier, nonetheless makes ICT networks and systems more vulnerable to
attacks.

In the papers reviewed, cybersecurity is considered the top priority in dealing
with terrorism and a necessary complement to national security strategies. Much of
the literature indicates that national cybersecurity strategies need to be mindful of
national cultures and ethical and technical values and at the same time compatible
with international strategies and the global nature of the Internet.

The main ethical issues and conflicting values in national cybersecurity strate-
gies that the authors of the reviewed papers have identified are shown in Table 8.1.

Table 8.1 The main ethical issues and value conflicts in the literature on national cybersecurity
strategies

Conflicting

Ethical issue

Core value

value

“Technology that was considered as a key contributor in
progress of any country has evolved into a nightmare in
form of cyber crimes” (Adeel et al. 2005)

Security (against
cyber crime)

Connectivity

“Growing pressure for government to develop capacities
to fight cyber wars” (Deibert 2011)

Security (against
cyber terrorism/
cyber wars)

Protection of
data

“Cyberspace enables cooperation and conflict in nearly
equal measure” (Demchak 2011)

Security

Equity

“Focus on state’s security crowds out consideration for
security of an individual resulting in detrimental effect of
the whole system” (Dunn Cavelty 2014)

Individual security

State security

“lawyers face dilemma because of the insufficient and Security (against Legality
vague cyber legislations are incompatible to deal with cyber-crime)

cyber crimes” (Faqir 2013)

“Infrastructure is owned and operated by private rather Security Surveillance
than public entities” (Hiller and Russell 2013)

“Growth of criminal activities with the increased use of | Security (against Accessibility
Internet and information technology” (Hui et al. 2007) digital crime)

“Value of information increase so as well the efforts of Security (against Accessibility
criminals is more convenient” (Lehto 2013) criminals)

“Information and communication technologies go beyond | Security Protection of

national boundaries” (Phahlamohlaka 2008)

data
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In the next sections, we provide a detailed list of ethical issues and conflicting
values regarding cybersecurity in national security that were found and discussed in
Yaghmaei et al. (2017).

8.2.1 Ethical Issues That Emerged in the Literature

Cyber Terrorism/Cyber Warfare Sekgwathe and Talib (2011: 171) argue that
“Cyber-crime is typically understood to consist of accessing a computer without
the owner’s permission, exceeding the scope of one’s approval to access a com-
puter system, modifying or destroying computer data or using computer time and
resources without proper authorisation. Cyber-terrorism consists essentially of
undertaking these same activities to advance one’s political or ideological ends.”
There is a twofold link between terrorism and the Internet. First, the Internet has
become a forum for terrorist groups and individual terrorists, both to spread their
messages of hate and violence, as well as to communicate with one another and
their sympathisers. Second, individuals and groups have tried to attack computer
networks, including those on the Internet; these acts are described as cyber terror-
ism or cyber warfare (Bucci 2012). Phahlamohlaka (2008) argues that the security
risks associated with information and communication technologies, which go
beyond national boundaries, are not fully in line with the value of data protection
of all states. To avoid cyber warfare, the author contends that there is a need to
develop and implement agile security-related ICT policies that mitigate the value
conflict between data protection and security in the national security domain.
Building on this value conflict, Deibert (2011) discusses the growing pressure on
governments to develop capacities to fight cyber wars. He observes (2011: 1) that
“today’s deteriorating cyber-environment poses immediate threats to the mainte-
nance of online freedom and longer-term threats to the integrity of global commu-
nications networks”.

Cyber-Espionage Cyber espionage is the use of electronic capabilities to illegally
gather information from a target. For all nations, the information technology revolu-
tion quietly changed the way governments operate. The asymmetrical threat posed
by cyber-attacks and the inherent vulnerabilities of cyberspace constitute a serious
security risk confronting all nations. The achievements of cyber espionage—to
which law enforcement and counterintelligence have found little answer—hint that
more serious cyber-attacks on critical infrastructures are only a matter of time
(Geers 2010a). Nevertheless, national security planners should address all threats
with method and objectivity. As dependence on IT and the Internet grows, govern-
ments should make proportional investments in network security and incident
response to the cyber espionages (Geers 2010b; Lehto 2013).

Lack of Cyber Law The literature review reveals that legality problems play an
important role in cybersecurity in the national security domain. Lawyers are faced
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with insufficient and vague cybersecurity legislations, which are incompatible with
the requirements for effectively dealing with cyber-crimes (Faqir 2013; see also
Chap. 5), as we will see in the case study of Exodus in the final section of this
chapter. At the same time, cyber laws have become more critical than before in data
and information security, as one can see in the growth of cyber-criminal activities.
Hui et al. (2007: 11) argue that “... digital crimes (e-crimes) impose new challenges
on prevention, detection, investigation, and prosecution of the corresponding
offences”. Widely accessible systems should be made in a manner that enables one
to detect and investigate digital crimes in a more efficient and effective way.

Cyber Awareness Raising awareness about cyber-security threats and vulnerabili-
ties and their impact on society has become vital, but it seems to be missing in the
society, if compared to the leadership that the governments of nations try to estab-
lish. By raising awareness, individual and corporate users can learn how to behave
in the online world and protect themselves from typical risks. Awareness activities
occur on an ongoing basis and use a variety of delivery methods to reach broad audi-
ences. The awareness raising, however, varies across countries. Security awareness
activities may be triggered by different events or factors, which may be internal or
external to an organisation. Major external factors include recent security breaches,
threats and incidents, new risks, updates of security policy and/or strategy. Examples
of the internal factors are new laws and new governments.

Profiling In profiling, people are approached, judged or treated in a certain way
because they have characteristics that fit a certain profile and are associated with
certain other traits. Profiling is not addressed explicitly in the identified literature,
but it is implicitly mentioned in four papers. Profiling is used for a wide range of
purposes and by various actors. It is employed by police or security agencies to find
criminals or terrorists, by airport security to decide whom to check more carefully,
by companies to target certain consumers, and by banks in deciding to whom to give
a loan. As these examples already suggest, sometimes profiling serves security
objectives. At the same time, profiling may inflict all kinds of undeserved harm on
people, from nuisance to false accusations to even, in extreme cases, unjustified
imprisonment. Thus, profiling can create tension between values such as non-
discrimination and absence of bias, on the one hand, and security, on the other.
Although profiling may involve privacy violations—as personal information is
gathered to fit somebody into a profile—the main issue at stake is not privacy.
Rather, the issue is that a generalisation is made on the basis of limited information
about a person. This generalisation is based on statistical information regarding a
group to which a person belongs. However, in virtue of the probabilistic nature of
such information, the latter may say nothing about a person. As a consequence,
profiling may lead to stereotyping and discrimination, as has occurred in the use of
facial recognition technologies by the police and security: such systems are less
accurate for certain groups (Klare et al. 2012) and may lead to the discriminatory
treatment of people (Introna and Wood 2004; Garvie et al. 2016), as we will see in
the third case study that we present.
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8.2.2 Value Conflicts Identified in the Literature

Privacy/Protection of Data <> Security A critical issue in cyberspace lies in the
inability of companies and private businesses to exchange information with the gov-
ernment. This causes insufficient information collection, skews analysts’ results,
and prevents the states from collecting sufficient data on cyber-attacks and develop-
ing better defenses (McNally 2013). The cyber-attacks on Google illustrate the vul-
nerability of information stored in the cloud, online surveillance and private sector
collaboration with government agencies against global terrorism. Hiller and Russell
(2013) argue that cyber infrastructure is mainly owned and operated by private enti-
ties instead of public ones. Therefore, the states should select the most effective
cybersecurity strategy and regulate the private sector to reduce overall cybersecurity
risk and address the privacy concerns on cyberspace. We delve into this value con-
flict in the case study of Exodus. Furthermore, counter-terrorism measures and tools
that tackle cyber-crime often invade privacy in the most brutal ways. At the same
time, lack of personal online security leads to breaches of privacy. Security is thus
an essential part of enabling privacy in the national security domain, especially with
regards to data security, data protection, data ownership, access control, and infor-
mation and computer security.

State Security <> Individual Security Dunn Cavelty (2014) discusses a lack of
focus on individuals in the efforts of states to achieve security in the building of ICT
and other critical infrastructures. As a result, he argues, state security is not aligned
with individual security. In fact, the focus on state’s security crowds out consider-
ation for the security of individuals. The result is a detrimental effect of the whole
system: the state actors militarise cyber-security and override the different security
needs of individuals in the cyberspace.

Connectivity < Security The urgency for nations to develop strategies, frame-
works or suitable legal policies to defend and protect from cyber-attacks is dis-
cussed in several papers. At the same time, as mentioned, it is often contended that
cyber-attacks beyond borders are increasingly difficult and complex to handle.

Accessibility <= Security With lower costs associated with information accessibil-
ity and retrieval, more consumers and producers have access to global markets and
transnational communication. Many Internet users, however, are not fully aware of
cyber threats and they are not trained to protect themselves against these threats,
thus becoming vulnerable to online exploits and increasing insecurity in
cyberspace.

Connectivity <= Equity of Access Globally interconnected digital information and
communication underpin almost every facet of modern society and its critical infra-
structure. However, not everyone in society has the same degree of access to infor-
mation and communication technology. From the literature review, it emerged that
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inclusion and equity of access, consumer and producer accessibility to global mar-
kets, transnational communication, learning, and entertainment should be guaran-
teed to all, without causing exclusion, along with connectivity.

Confidentiality <= Trust Confidentiality prevents the disclosure of information to
unauthorised individuals or systems. The impact of cyber-threats could reduce pub-
lic confidence and damage reputation of Internet transactions. Thus, assuring a
trusted and resilient information and communications infrastructure is needed to
protect privacy.

8.2.3 The Gap in the Literature

We observed that the examined literature fails to emphasise to a sufficient degree
that cybersecurity in national security involves numerous conflicting values. By
contrast, the literature generally tends to focus on only one value (e.g. security, pri-
vacy, connectivity). Moreover, two topics that are highly relevant for ethics in
cybersecurity at the national level are overlooked in the articles we reviewed: limita-
tion of democratic values and creation of power imbalances.

With regards to the risk that cybersecurity may limit democratic values, on sev-
eral occasions, governments and security agencies have required access to encrypted
communication such as that on WhatsApp for security reasons, e.g. to detect and
avoid potential terrorist attacks. Opponents of such access do not only point to pri-
vacy considerations but also to the fact that encrypted communication that cannot be
accessed by governments and their agencies might be important for the democratic
process and support opposition movements in countries with totalitarian or suppres-
sive regimes. A similar issue has arisen in relation to the Tor network. The latter is
a free software and an open network that supports users in protecting themselves
against traffic analysis, which is a form of network surveillance that threatens free-
dom and privacy. In the aftermath of the hacking of the Democratic Party during the
U.S. elections, it transpired that a Dutch private Tor server had probably been used
in the hacking. The Tor server was owned by Rejo Zenger, an employee of Bits of
Freedom. Bits of Freedom is a Dutch digital rights organisation which focuses on
privacy and freedom of communications in the digital age. Although Zenger recog-
nises that Tor servers can be misused by hackers, and are in that sense a threat to
cybersecurity, he believes that this is a price worth paying, not only for reasons of
privacy but also because these servers may be crucial for whistle blowers to reveal
abuses. Again, the value that is at stake here is not just privacy but also a range of
civil liberties that are seen as crucial for democracy and the democratic process.

The second value issue that is neglected in the literature but relevant for cyberse-
curity in the national security domain regards economic and political power imbal-
ances. Economic monopolies or oligarchies are often considered undesirable, and in
democracies, the balance of the political power between citizens and their govern-
ment is a fundamental goal. It is acknowledged that maintaining certain power
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balances is important for a healthy economy and for democratic politics. What
seems to be less recognised is that the possession of information about others and
their behaviour is an increasing source of power in the information age. In fact,
organisations that collect or possess large amounts of (personal) data may increas-
ingly have power over other actors, which may lead to the disruption of existing
power balances and the creation of new ones. The alteration of power balances
pertains to companies such as Google or Facebook that collect large amounts of
data about users and consumers, but also to governments and security agencies that
may collect large amounts of data about citizens, and to providers of cybersecurity
technologies, as these activities may involve accessing highly sensitive data. It
should be noted that the accumulation of large amounts of data in the hands of a few
may lead to power imbalances and may be problematic even if such data are ano-
nymised, or if people have given their informed consent for the collection, storage,
and use of their data. Consequently, even when privacy concerns are properly
addressed, the accumulation of large amounts of data in the hands of a few may be
considered problematic for economic as well as political reasons.

8.3 Cybersecurity of Critical Infrastructure

There are many definitions of critical infrastructures, which mirror cultural trends
and historically evolving political needs (Office of the [US] President 2003; Federal
Register 1996; Maglaras et al. 2018; Moteff and Parfomac 2004; Commission of the
European Communities 2006). The common features of all these definitions include
the idea that infrastructures are general purpose means to different kinds of human
activities, in particular economic activities, but also activities necessary to protect
security and health. One could compare critical infrastructures to the skull and
bones of a body, to its blood vessels, to its nervous system: in short, to its vital
organs, which need to be in place and work well for every action of the human body
to be performed efficiently and painlessly.

Although nowadays all the systems that are comprised in critical infrastructure
rely on ICT networks and services, they are not equally sensitive to attacks through
cyber means. For example, hospitals and telecommunication systems, energy, bank-
ing and finance, and postal sectors, all rely on cyberinfrastructure to a such a degree
that makes them obvious targets to an attacker.

We find that the definition of what counts as a cyber-attack to infrastructure is
ambiguous, hence we introduce a classification of attacks by means of two orthogo-
nal conceptual distinctions, leading to four distinct kinds of cyber-attacks to infra-
structure. The types of attacks to critical infrastructure can be distinguished on the
basis of the means of attack, as mere cyber-attacks vs. attacks with a physical com-
ponent (physical or cyber-physical) and on the basis of the outcome damage, which
can be physical (or physical and functional) vs. purely functional (see Table 8.2).
We now describe the four possible combinations of means of attack and damage and
all kinds of cyber-attacks.
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Table 8.2 Types of attacks on critical infrastructure

Damage — 1. Physical or physical-functional 2. Merely functional
Means of attack |

A. Physical or cyber-physical Al A2

B. Merely cyber B1 B2

First, in terms of the damage caused by the attack, we can distinguish physical or
physical-functional (1) from merely functional attacks (2). In our definition, when
the attack is merely functional (2), the only object that gets destroyed is information.
Although malfunctioning and disruption of services may follow from the attack,
there is no physical damage. In a physical attack (1), the attacked object is “persons,
property or infrastructure attacked through cyberspace” (Roscini 2017: 103). We
can make this distinction more precise by appealing to a criterion that has been sug-
gested in the law of armed conflict. According to this criterion, a cyber operation
counts as a physical attack if “restoration of functionality requires replacement of
physical components” (Schmitt 2013: 108). The criterion is controversial in its orig-
inal legal function as a measure of attack severity legitimising a military response,
because it treats as an attack the physical destruction of a single server but not the
incapacitation of an object (e.g. civilian power station) for days (Roscini 2017).
However, our question here does not concern the justification of acts of wars, thus
the distinction is far less problematic in our context. We merely need it to rigorously
distinguish purely functional (2) from physical attacks, which typically have func-
tional consequences (thus the label physical or physical-functional, in 1). Any attack
that causes physical damage to infrastructure belongs to the column 1, irrespective
of the means of attack (which can be also be purely software-based, as in the Stuxnet
case, see below).

Second, in terms of means of attack, we shall distinguish a ‘merely cyber’ attack
(B), for example through a virus or trojan, from a physical attack (A). Ordinary
physical attacks to physical infrastructure causing physical damage (A1), e.g. shoot-
ing a missile to bring down a bridge or throwing poison in the water pipes may not
belong to the realm of cybersecurity. However, some such attacks do, for example,
the use of drones hacked or guided by malicious Al to carry explosives in the prox-
imity of a dam. An instance of A2 (physical attack without physical damage) can be
the use of graphite bombs, which spread extremely fine carbon filaments over elec-
trical components that cause fully recoverable physical damage to the infrastruc-
ture: a short-circuit and a disruption of the electrical supply (Roscini 2017). This
clearly counts as a cybersecurity threat, and it may not count as a physical attack
according to our definition, as it is possible that no physical component needs
replacement. An example of B1 is Stuxnet, the virus targeting the Siemens software
that operated the uranium enrichment facility in Iran, in which the attacked objects
were the turbines themselves, not just the information in the system. In this case, the
means of the attack, unlike the case involving drones, were merely informational (a
piece of software), but the goal was to physically damage the turbines. Cell B2
comprises attacks that disrupt the informational infrastructure of a country, without



166 E. Vigano et al.

causing physical damage as defined. This includes, for example, DDoS attack that
disrupt the processes of critical systems as well as the use of social media bots to
spread dissent and convey political messages (Brundage et al. 2018). Any substan-
tial and long perpetuated attack of the functioning of the Internet, when it does not
cause physical damage to machineries or people, falls in category B2. An example
is the sustained DDoS attack against the Chinese national domain name resolution
registry on 25 August 2013, which interrupted or slowed down connectivity (Roscini
2017) without any lasting physical damage.

Therefore, the same critical infrastructure, e.g. the Internet, can be attacked by
causing physical or merely functional damage, i.e. by targeting respectively its
hardware or software components (Roscini 2017). The Internet is also vulnerable to
both physical and ‘merely cyber’ means of attacks, e.g. missiles destroying servers
and DDoS attacks, respectively. In all cases, the main impact on the population is
that Internet connectivity is reduced, slowed down or made sloppy.

In all four kinds of attack to critical infrastructures, the vulnerable attack surface
gets broader and broader due to digitisation—which means increased data avail-
ability and connectedness—and the development of Al—which obviously leads to
augmenting the technological infrastructure for data collection and data analysis.
We discuss two phenomena that are related to this issue, in the next section: first, the
embedding of industrial control systems into public communication infrastructures.
The traditional relative isolation and peculiar constitution of these information and
communication systems has declined as business has turned to exploit peer-to-peer
communications, real time monitoring, and lately, smart grids built through the
Internet of Things and other services provided through the Internet (Maglaras et al.
2018). This has implications for cybersecurity, as we will see. The second phenom-
enon is the diffusion of Al, which has three implications for the cybersecurity of
national infrastructure. First, the widespread availability of new cyber-physical sys-
tems, which can be exploited by novel attacks, for example causing self-driving cars
to crash (Brundage et al. 2018); this is typically a physical and functional attack;
second, the vulnerability that follows from the embedding of Al in critical infra-
structures itself, which makes them vulnerable to both functional and physical-
functional (a la Stuxnet) attacks; third, the possibility of using Al to enhance the
scale and/or sophistication of attacks (both purely cyber as well as cyber-physical)
against the critical infrastructure itself.

8.3.1 Cybersecurity of Industrial Control Systems

The threat of cyber-attacks to infrastructure is capable of motivating the state to
enhance its cyber capabilities. Unfortunately, some countermeasures of the state do
not lead to enhancing the country’s cyber defences directly, but rather enhancing
investigative and retaliatory capabilities. State officials may recognise that there are
structural limits that prevent improving the cyber defences of some critical



8 Cybersecurity of Critical Infrastructure 167

infrastructures to the degree needed by national security objectives, or at least, there
are such limits for any society that is not ready to renounce the efficiency advances
brought by increased connectedness through ICT and Al. As Maglaras et al. point
out, these limits are due to the current industrial control system network, which is a
“unique environment, that combines large scale, geographically distributed, legacy
and proprietary system components” (Maglaras et al. 2018: 43). In a sense, the
combination in the same network of ad hoc programmable logical controllers and
proprietary systems (unconventional solutions) with well-documented protocols
and off-the-shelf hardware solutions (conventional solutions) is the worst of all
worlds from the point of view of cybersecurity. While unconventional solutions
(which are still in place) may be poorly understood by cybersecurity specialists, the
use of conventional ones threatens to undermine the obscurity of previous configu-
rations, which are used to protect them from simple attacks (Maglaras et al. 2018).
The combination of both solutions in the same network means that although the
benefit of obscurity may be significantly reduced, it will still be very costly to guar-
antee high levels of security to such systems, as it requires ad hoc solutions.

The challenge in improving the strictly defensive cybersecurity programme of
industrial control systems may lead, as a logical response by concerned politicians,
to enhancing the capabilities of attack and surveillance by state agencies. This can
be considered a strategy of prevention of attacks to critical infrastructure, and per-
haps even retaliation, which appears all the more necessary since its protection is so
challenging from a technical and financial perspective. The enhancement of preven-
tion, which is achieved through surveillance, is, however, in a trade-off with citi-
zen’s privacy. The development of retaliation capabilities is in tension with the
prospects of long-term cyber peace. Moreover, the technology risks escaping from
direct control of the government and may create inequities in citizens’ capacity to
protect privacy and render privacy a luxury good. In other words, our hypothesis is
that, considering national security as an integrated socio-technical system, the fol-
lowing socio-political chain (C) of events may be in place:

Cl. Enhanced connectivity of critical infrastructure =¥ increased vulnerability of
critical infrastructure =¥ increased political incentive to enhance prevention
against internal (e.g. domestic terrorists) and external (e.g. enemy states) threats

Furthermore, the causal chain may continue in two distinct branches, one domes-
tic and one that starts with foreign and may have domestic implications as well:

CIA. Increased political incentive to enhance prevention against internal threats =>
greater threats to citizens’ privacy and freedom =¥ increased inequity in the pro-
tection from surveillance

CIB. Increased political incentive to enhance prevention against external threats =»
cyber-offensive capabilities to be used against foreign enemies => increased dis-
trust between states

CI1B may in turn lead to a causal chain that reinforces the nefarious effects of
CIA, namely:
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CIC. Increased distrust between states =¥ development of cyber-offensive capabilities
(e.g. zero-day exploits) => possible misuse of cyber-offensive capabilities =>
greater threats to citizen’s privacy and freedom =¥ increased inequity in the pro-
tection from surveillance

In conclusion, there appears to be a trade-off between, on the one hand, the
efficiency granted by embedding industrial control systems in larger and more
general-purpose networks and by using off-the-shelf and more general-purpose
information technology and, on the other, the capability to protect such systems
from attacks. This conflict leads to further trade-offs if the states decide to protect
infrastructure by developing preventive and retaliation offensive cyber capabilities.

8.3.2 AI and Cybersecurity of Critical Infrastructure

Al enhances the capabilities of attackers to affect the informational infrastructure of a
society, as Al technologies are in general dual use (Brundage et al. 2018). For exam-
ple, face-recognition and the ability to generate synthetic pictures and audios, or to
manipulate existing ones, can be used to disrupt, among others, political processes.
Recently, the literature on cybersecurity has turned its attention to the cyber vulnera-
bilities emerging from: (a) the increased use of Al in cyber-physical systems that, if
hacked or repurposed, can pose novel threats to critical infrastructure; (b) the increased
use of Al in critical infrastructure itself; and (c) the use of new Al-powered tools to
launch more powerful attacks against critical infrastructure (Brundage et al. 2018).
An instance of (a) is the use of self-driving cars. Their Als create opportunities
for attacks through adversarial examples that cause crashes. If the attack is of suf-
ficiently wide scope, it can be configured as an attack to a country’s road networks,
which are a critical infrastructure. Another example is the repurposing of commer-
cial Al systems as physical weapons against infrastructure. For example, commer-
cial drones and self-driving cars could be used to deliver explosives against
physical infrastructures such as the electric grid, dams, hospitals, schools, etc.
(Brundage et al. 2018). These attacks all fall into case A1l in our fourfold classifi-
cation. Examples of type (b) derive from the fact that Al-augmented services are
vulnerable to Al-specific attacks such as adversarial examples (Brundage et al.
2018). One case concerning a specific critical infrastructure, namely hospitals, is
the possibility of adversarial attacks against diagnostic tools employing Al
(Finlayson et al. 2019). These are instances of B2 in our classification. Finally,
example of type (c) concerns the use of Al to enhance attacks against critical infra-
structure. The autonomy of Al increases the potential damage that a single person
may be able to cause (Brundage et al. 2018). The literature describes cases of both
Al and B2 cyber-attacks. Distributed attacks by networks of coordinated robotic
systems (swarming attacks) such as drone swarms may be enabled by multi-agent
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swarming networks, which are an instance of Al (Brundage et al. 2018). Face-
recognition, navigation and planning algorithms are similar enhancements of
robotic systems (Brundage et al. 2018), which can be used to launch physical
attacks (A1) to infrastructures. Moreover, Al can be used to enhance the search of
software vulnerabilities (Brundage et al. 2018; King et al. 2019), thus increasing
the scale or sophistication of attacks to the software embedded in infrastructure.
The effect can be functional disruption (B2) or physical damage (A1) when the
infrastructure in question relies on information and communication technology for
its functioning or safety.

In conclusion, the widespread availability of Al, which is a dual use technology,
enhances the capabilities of attackers, by “alleviating the trade-off between scale
and efficacy of attacks” (Brundage et al. 2018: 6) and by enabling new kinds of
attacks, such as swarming attacks coordinated by Al frameworks.

8.3.3 Value Conflicts in the Use of Al in Cybersecurity
in the National Security Domain

As discussed in the previous section, Al is taking both an attacking and defensive
role in cybersecurity. One of the clearest demonstrations was the DARPA Cyber
Grand Challenge of 2016, with Al systems able to both identify and patch vulnera-
bilities (King et al. 2019; Taddeo 2019). Some Al cybersecurity defences are famil-
iar, such as spam filters and malware detectors. Other examples are defence drones
and the use of Al in criminal investigations and terrorism (Brundage et al. 2018).
The recent literature has identified three significant value conflicts concerning Al:
(1) security vs. privacy, (2) non-discrimination vs. security, and (3) short-term secu-
rity vs. long-term security in cybersecurity between nation states.

The first value conflict concerns the use of Al-empowered technology such as
facial recognition or social network analysis (Brundage et al. 2018) for purposes of
national security defence. The employment of Al in a defensive and preventive role
may enable a faster identification and response to threats, but it will not protect
society from the threat of authoritarian abuse of the cyber domain by states
(Brundage et al. 2018). As Al is more pervasively used for image, video and text
recognition by state agencies, the traditional trade-off of cybersecurity mentioned in
Sect. 8.2.2 (Privacy/Protection of Data <= Security) is exacerbated. Moreover, Al
can be employed to better identify and profile citizens in relation to their online
behaviour, for example through biometric profiles based on the way in which users
move their mice (Taddeo 2019).

The conflict between non-discrimination and security is due to the biases and
discriminations in Al, by which one means either indirect discrimination/disparate
impact, which leads to certain groups (e.g. races, religions) being negatively affected
by the outcome of the facially neutral algorithms, or unequal accuracy, which is the
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different balance in false positive/false negative rates for different groups (Zafar
et al. 2017; Chouldechova and Roth 2018). All kinds of systems employed for pro-
filing dangerous individuals and predicting threats are affected by indirect discrimi-
nation and/or unequal accuracy. This is not due exclusively to biases in data
collection, but also to unavoidable trade-offs between different kinds of biases
(Chouldechova 2016; Kleinberg et al. 2016) and between bias-removal techniques
and the accuracy or efficiency of the prediction, or classification, in question (Berk
et al. 2017; Corbett-Davies et al. 2017). We examine a case study of the ethical
conflict between non-discrimination and security in the next session.

The third value conflict is a tension between the short-term goal of enhanced
security, which may be also promoted by cyber defences (Brundage et al. 2018),
and the negative side-effects of such reliance in the long-term (Brundage et al.
2018; King et al. 2019; Taddeo 2019). While the current confidence of experts in
these systems is low (Brundage et al. 2018), improving such systems has been
recommended (Brundage et al. 2018), and it may be speculated that the Al testing
of cybersecurity will greatly enhance cybersecurity and reduce the value of zero-
day exploits (Taddeo 2019). Among the side-effects is, first, the fact that Al-based
defences may also have unattended vulnerabilities (Brundage et al. 2018). Second,
if Al testing of cybersecurity proves more accurate than the human testing in the
short term, then a human deskilling problem follows, namely the risk that “delegat-
ing testing to Al could lead to a complete deskilling of experts [which] would be
imprudent” (Taddeo 2019: 188). Third, there is the risk that Al-enabled cyber
weapons will be used in national active cyber defence strategies, i.e. in order to
retaliate or create deterrence (Taddeo 2019). Some scholars have argued that the
use of Al-enabled cyber weapons by states, for purposes of retaliation and deter-
rence, will lead to a cyber arms race from which all involved parties will lose in
terms of their national security (Taddeo and Floridi 2018). Thus, scholars have
advocated the adoption of an international regime of norms regulating state behav-
iour in cyber space (Taddeo 2018; Taddeo and Floridi 2018). However, consensus
on such norms for the specific case of Al is unlikely to be reached soon, witnessing
the failure of governmental actors to agree on more general principles of cyber-
space behaviour (see Chap. 18). For at least two decades, governments and schol-
ars alike have been advocating a regime of responsible behaviour in cyberspace
(see Chap. 18) of which norms concerning Al can be considered an extension.
Similar proposals include common norms of collaboration and information sharing
between states (see Chap. 13), in order to build and strengthen trust, and/or higher
investments in the security and resilience of digital infrastructure, which reduce the
benefit that can be derived from such attacks. In a similar vein, Lucas (in this vol-
ume) has placed emphasis on creating the conditions for the emergence of practices
and customs that confer more stability and predictability of the behaviour of states
in the cyber domain. This could be facilitated, he suggests, by promoting public-
private partnership in cyberspace and investing in international cooperation, to
identify malevolent cyber actors.
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8.4 Case Studies of Cybersecurity in the National Security
Domain

In what follows, we illustrate four case studies that are related to one or more ethical
issues in cybersecurity at the national level that we tackled in this chapter. First, we
present a case of cyber retaliation against a critical infrastructure, which threatens
cyber peace (see also Chap. 13). Subsequently, we describe two cases of surveil-
lance technologies that governments are pursuing to enhance their cyber capabili-
ties, which may be misused against the governed. Finally, we address the case of
some morally problematic cybersecurity threats exploited by governments against
enemy states or internal opponents.

8.4.1 Iranian Attack to the US Power Grid System (Counter-
Measure to Stuxnet)

In 2013, some hackers breached the control system of a dam near New York through
a cellular modem and infiltrated the U.S. power grid system, gaining enough remote
access to control the operations networks of the power system. The hackers targeted
Calpine Corporation, a power producer with 82 plants operating in 18 states and
Canada. Opening a pathway into the networks running the U.S. power grid was not
difficult as the infrastructure was outdated and its ICT network was not sufficiently
protected (Thompson 2016). Previously, various cyber-attacks from Russia and
China to networks tied to the U.S. power grid were discovered, but in the case of the
dam near New York, the hackers gathered much more data: passwords to connect
remotely to the power grid’s networks and detailed engineering drawings of net-
works and power stations from New York to California. Potentially they would have
been able to shut down generating stations and cause blackouts, but their infiltration
was discovered before they started damaging the power grid. The digital clues that
were gathered pointed to Iranian hackers (Thompson 2016). In the same period,
hackers linked to the Iranian government attacked American bank websites. These
attacks were Iran’s retaliation for Stuxnet.

It is likely that the infiltration into Calpine’s network was part of the Iranian coun-
ter-attack and thus it can be considered a case of cyber warfare. The Calpine case
shows that the exploit of vulnerabilities in the ICT systems by governments produces
a cyber arms race. In fact, while the Stuxnet attack did not harm innocent civilians,
the data gathered by the hackers attacking Calpine would have harmed civilians, if the
plan had been completed. Furthermore, the aim of the Stuxnet attack was considered
a worthy one by the majority of the international community, as it consisted in pre-
venting Iran from acquiring nuclear weapons, even though it raised several moral
concerns (Baylon 2017). A final ethical issue that characterises the Calpine case is the
tension between resource investment and security: enhancing the network security of
energy infrastructures is a costly operation that requires significant investments.
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8.4.2 Hacking of Citizens’ Telephone with Exodus

In many countries in Europe and in the U.S., law enforcement and investigation can
legally hack the devices of targets if required by a court order. In Italy, the police
used Exodus, which is a spyware for smartphones, to gather data from criminals’
cell phones (e.g. their telephone book, call and browsing history, GPS position, text
messages, audio recordings of the phone’s surroundings, etc.) and to send com-
mands to the infected cell phone via a port and a shell. Exodus was uploaded in
more than 20 Android applications on the official Google Play Store, which were
mostly apps to receive promotions and marketing offers or to improve the smart-
phone’s performance. Thus, these apps attracted and were downloaded by innocent
people. Their phone was infected because Exodus installed itself on any phone
without validating that the target was legitimate, whereas it should have checked the
devices’ IMEI to verify if the phone was intended to be targeted. Moreover, the port
that was opened by Exodus could be exploited by anyone on the same Wi-Fi net-
work, thus enabling the hacking of the infected phone to third parties. Google
declared that less than 1000 mobile phones of Italian customers were infected
(Franceschi-Bicchierai and Coluccini 2019).

In such a case we see, first, the opposition between national security in the form
of the fight against crime, which is the aim pursued by the Italian state police and
magistrates, versus the practical realisation of this aim. The latter involved innocent
people and the violation of their privacy for no legitimate reason, since they were
not under investigation. Furthermore, these people were rendered more vulnerable,
as following the infection their mobile phone could be hacked by potentially every-
one. Second, we observe a tension between legality and security, as the Italian legal
framework on cybersecurity is not keeping pace with the new technologies adopted
in criminal surveillance. The 2017 Italian law regulating legal spyware and its 2018
integration are too vague and do not address the need to protect the overall security
of a targeted telephone. The results of such legal framework is that Exodus could
be equated with old physical surveillance devices such as hidden microphones,
whereas it is much more invasive (Franceschi-Bicchierai and Coluccini 2019). The
society that the State police hired to develop Exodus is to be held responsible for
infecting non-targeted people, as it deliberatively uploaded the apps with Exodus
on Play Store, most likely in order to use innocent customers as oblivious experi-
mental subjects for its software. Thus, it is likely that Exodus’s failure to check the
target’s IMEI was not a programming error. Finally, Apple adopts filters that pre-
vent malware from slipping onto its store that are stricter than those employed by
Google. Apple’s higher level of control protects its customers but has repercussions
on the prices of Apple devices. This means that citizens’ privacy is not equally
protected: citizens with more economic resources can afford Apple’s devices and
be more protected.
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8.4.3 ‘Biased’ Face Recognition Systems

Face recognition systems (FRSs) are software used by police departments and air-
port security to respectively identify suspects and collect information regarding pas-
sengers with criminal records. The main reason why FRSs are increasingly employed
by state agencies is that the task of finding a ‘face in the crowd’ or identifying a
suspect from pictures of known offenders is a difficult task that requires effort. The
FRSs automate this task and thus free government employees for more valuable
tasks. FRSs are highly desirable as a biometric for digital surveillance as they are
silent, non-invasive, and above all they are the only biometric techniques currently
used by law enforcement that do not require the explicit consent of the subject.
However, the performance of FRSs is highly reduced in an uncontrolled ‘face-in-
the-crowd’ environment, in the case of a large database, and if there is an elapsed
time between the database image and the probe image (Introna and Wood 2004).

The first ethical issue raised by the implementation of FRSs in general is the
reduction of citizens’ privacy, as FRSs can use the data from any CCTV camera
system, for the sake of security. The second ethical issue is that FRSs were found to
have lower performances on certain demographic groups: females, Afro-Americans,
and young people (Klare et al. 2012), thus generating a form of discrimination. In
the U.S., the criminal justice system and law enforcement are already affected by
racial disparities, as black people are more scrutinised than white people by the
police. FRSs may exacerbate this disparity as they increase the frequency that an
innocent Afro-American suspect will come under police scrutiny (McCullon 2017).
FRSs are increasingly employed by state agencies even because they should not be
subject to the biases of human vision; they should be neutral, as they are technologi-
cal artefacts. However, they are designed by humans in a specific sociotechnical
context. This means that the biases of the algorithms of FRSs can be present in
every phase of the algorithm design, from the selection of the data to the translation
of the goal of the algorithm into mathematical constructs, to the selection of the tests
that verify the performance of the algorithm (Loi et al. 2019). Hence, intentional
attention to fairness in algorithm design is required for systems to overcome human
biases and really achieve the equal treatment of individuals before the law.

8.4.4 Government Buying Zero-Day Exploits

Nowadays, cyber warfare comprises the practice of government agencies in buying
zero-day exploits in the grey market. Prominent buyers of zero-day exploits are the
governments of the U.S., Brazil, U.K., India and Israel. As these transactions occur
in the grey markets and governments buy them in order to attack other countries or
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opponents, these purchases are secret, and mentioning a specific real case is not
possible. However, it is possible to delineate the dynamics of such transactions,
thanks to the disclosures of hackers trading with government agencies (Perlroth and
Sanger 2013).

The zero-day exploits can be used as a form of weapon, as they can disrupt and
destroy computers and their network. The targets can be critical infrastructure and
services vital to the economy, public health and national security of a country.
Government buying vulnerabilities protect their national security by threatening
that of other countries. The paradoxical consequence is that if each government
seeks the vulnerabilities of the other governments in order to protect itself, in the
long run each one will be less secure. This practice is an instance of the conflict
between short-term security and long-term security (the third value trade-off of Al
in national cybersecurity). The zero-day exploits can also be used by governments
to monitor the activity of political dissenters, thus violating the privacy of these
persons. The zero-day exploits per se are not harmful (Dunn Cavelty 2014); it is the
purpose of their use that can be moral or immoral. A further ethical tension regard-
ing governments buying vulnerabilities is between the hackers’ business aim to
maximise profits and the government’s duty to ensure adequate cyber defence
(Baylon 2017). Furthermore, cybersecurity should be a public good, but the govern-
ments buying zero-day exploits have to follow the logic of market. Lastly, as zero-
day exploits are kept secret, they may benefit few people and empower institutions
that are already powerful.

8.5 Conclusion

This chapter provided a political and philosophical analysis of the values at stake in
ensuring cybersecurity for critical infrastructure. We applied a bibliographic analy-
sis of the literature until 2016 to identify and classify cybersecurity value conflicts
and ethical issues in national security. We then interpreted the recent literature as
suggesting that the increased connectedness of digital and non-digital infrastructure
enhances the trade-offs between the values we identified in the literature of the past
few years. This is due primarily to two phenomena: first, the embeddedness of an
individual control system in conventional networks and technological solutions and,
second, the diffusion of AI, which broadens the attack surface (e.g. self-driving cars
and other robots) and enhances the capabilities of hackers and crackers. We pre-
sented four case studies that show the trade-offs involving security in cybersecurity
at the national level—which is the core value of cybersecurity—and the values that
most frequently conflict with that: non-discrimination, equity, privacy, and long-
term security.
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Chapter 9
Ethical and Unethical Hacking

David-Olivier Jaquet-Chiffelle and Michele Loi

Abstract The goal of this chapter is to provide a conceptual analysis of ethical
hacking, comprising history, common usage and the attempt to provide a systematic
classification that is both compatible with common usage and normatively adequate.
Subsequently, the article identifies a tension between common usage and a norma-
tively adequate nomenclature. ‘Ethical hackers’ are often identified with hackers
that abide to a code of ethics privileging business-friendly values. However, there is
no guarantee that respecting such values is always compatible with the all-things-
considered morally best act. It is recognised, however, that in terms of assessment,
it may be quite difficult to determine who is an ethical hacker in the ‘all things
considered’ sense, while society may agree more easily on the determination of who
is one in the ‘business-friendly’ limited sense. The article concludes by suggesting
a pragmatic best-practice approach for characterising ethical hacking, which reaches
beyond business-friendly values and helps in the taking of decisions that are respect-
ful of the hackers’ individual ethics in morally debatable, grey zones.

Keywords Cracker - Black hats - Hacking - Hacktivism - Script kiddies -
Pentesters - Taxonomy - True hackers - White hats

9.1 Introduction

The goal of this chapter is to provide a conceptual analysis of ethical hacking. The
chapter begins (Sect. 9.2) with a historical introduction, describing how the term
hacking and different denominations for different varieties of hacking have been
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introduced in everyday, journalistic and technical language. Section 9.3 introduces
our proposal of a systematic classification, one that fulfils adequate descriptive pur-
poses and that maps salient moral distinctions into the different denominations of
hacker types. It does so by proposing an initial taxonomy (inspired by common
usage) and subsequently revising it by adding further nuances, corresponding to
further evaluative dimensions. Section 9.4 discusses the concept of ethical hacking,
revealing a fundamental ambiguity in the meaning of ‘ethical’ as an attribution to
hacking. It presents our main thesis, namely that ‘ethical hacking’ refers to a limited
view of ethics which assumes the pre-eminence of business-friendly values and that
hacking that is ethical, all things considered, may not be ‘ethical hacking’ according
to the common usage of the term. We recognise, however, that in terms of assess-
ment, it may be quite difficult to determine who is an ethical hacker in the ‘all things
considered’ sense, while society may agree more easily on the determination of who
is one in the ‘business-friendly’ limited sense.

9.2 What Actually Is a ‘Hacker’?

Almost every week mass media communicates about hackers having stolen thou-
sands of passwords and other sensitive private information. It is commonplace to
read articles about hackers having taken advantage of system vulnerabilities to
bypass security barriers in order to fraudulently access private and company net-
works. The current understanding of the term ‘hacker’ is influenced by the news,
and this twists the original definition of what a hacker is (Fig. 9.1).!

Today’s perception of the term ‘hacker’ tends to be reduced to ‘black hat” and
‘cyber-criminal’. This has not always been the case, and the term ‘hacker’ conveys
a much broader meaning.

9.2.1 Hackers in the Early Days

In the 1960s and 1970s, typical hackers were not really driven by malicious intent.
They were often supportive of strong (ethical) values, broader than computer secu-
rity issues, such as democracy or freedom of speech. At the same time, computers,
not to mention networks, were still in an early stage of development. The economic
weight of computer related business was trifling in comparison to today’s influence
of GAFAMs? in the global market. Criminal opportunities were limited. Early hack-

'As C.C. Palmer wrote: “Instead of using the more accurate term of ‘computer criminal’, the media
began using the term ‘hacker’ to describe individuals who break into computers for fun, revenge
or profit. Since calling someone a ‘hacker’ was originally meant as a compliment, computer secu-
rity professionals prefer to use the term ‘cracker’ or ‘intruder’ for those hackers who turn to the
dark side of hacking.” (Palmer 2001: 770)

2The GAFAM acronym stands for Web main players, namely, Google, Apple, Facebook, Amazon
and Microsoft.
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Fig. 9.1 Word cloud around ‘hackers’

ers were often students with special programming skills. They were dreaming of a
world where information would be free and openly shared, a world where hackers
would belong to a fair community and would collaborate to build a better and more
secure digital environment. They could be enthusiastic and appreciative about the
aesthetic and the inherent beauty of an optimal programming code (e.g. using the
least amount of memory). They were playing pranks and challenging each other,
hoping for peer recognition. Cracking the passwords of their institution was not
seen as an illegal activity (and usually was not illegal at that time), but as a playful
challenge with no malicious intent. They were adept at the so-called hacker ethic—
including sharing information, mistrusting centralised authorities, and using com-
puters to make a better world—which is not to be confused with what is called
‘ethical hacking’ nowadays. We sometimes refer to these early hackers as adherent
to the programming subculture, or as true hackers.

9.2.2 Hackers in the 2000s

With the development of computers, networks, the Internet and our modern infor-
mation society, information has become one of the most valuable assets. Information
is the raw resource that boosts Google and Facebook. Information leads to knowl-
edge and new forms of identities, which, in turn, allow targeted advertisement. Such
valuable assets create new criminal opportunities and incentives, and need to be
protected. The time when computers were a safe playground for geeks with
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Fig. 9.2 Shift in the Ideological Economic
hackers’ incentives incentives incentives

insignificant economic consequences at stake seems far away. Hacking has become
a business; a very serious one at that.

From the 1960s to the 2010s, we can therefore observe a shift in the nature of
hacking incentives: ideological incentives have been replaced by economic ones
(Fig. 9.2).

Ethical values at stake have evolved accordingly. In the 1960s, they were essen-
tially described by the so-called hacker ethic. With the development of the Internet,
of e-commerce and the increasing economic weight of information, freely shared
information as well as many early ideological ethical values entered into conflict
with economic-related ethical values, in particular regarding the protection of infor-
mation ownership.

9.2.3 Modern Hackers

Modern computer hackers are usually defined as skilled programmers and computer
experts who focus on software, computer and network vulnerabilities. There is a pleth-
ora of terms available to distinguish them: white hats, black hats, grey hats, pen testers,
ethical hackers, crackers and hacktivists, to mention the most important ones. Some
categories of modern hackers do not even require significant expertise. Indeed, script
kiddies are non-expert hackers who run programs and scripts developed by other, more
expert hackers (Barber 2001). Modern hackers are categorised not only according to
their expertise, but also according to the (ethical) values they adhere to or not. Legal
values are often implicitly emphasised in this classification (see also Fig. 9.3).

Early hackers were categorised according to their expertise through peer recog-
nition, and were adherent to values described in the hacker ethic. Today, ‘hacktiv-
ists’ still consider IT vulnerabilities as opportunities to promote a cause, a political
opinion or an ideology. The group Anonymous is a typical heterogeneous group of
hacktivists. In her best-seller (Olson 2013), Parmy Olson shows a large variety of
profiles and incentives within Anonymous. However, most modern hackers use IT
vulnerabilities for malicious purposes to commit fraud and make money. Some
modern hackers strictly conform to applicable laws, whereas the majority does not
really care.

Modern hackers can have a broad spectrum of incentives for their activities.
According to Richard Barber, white hats are “[s]ecurity analysts and intrusion
detection specialists [...] [who] spend their time—just as police or intelligence
analysts do—researching the technologies, methodologies, techniques and prac-
tices of hackers, in an effort to defend information assets and also detect, prevent
and track hackers” (Barber 2001: 16). White hats do respect applicable laws. In a
dichotomic world, they are the good guys. Their incentive is to protect software,
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Fig. 9.3 White hats, black hats, grey hats and script kiddies (Note that the outer layer refers to one
predominant motivation (not the exclusive one). For example, not only grey hats, but also white
hats as well as black hats may have fun in doing their activities or enjoy taking a challenge. White
hats might also look for peer recognition)

computers, networks and the IT infrastructures from the bad guys, the so-called
black hats or crackers.

According to Sergey Bratus, by contrast, black hats “act for personal gain and
without regard for possible damage” (2007: 72). According to Technopedia (n.d.), a
black hat is “a person who attempts to find computer security vulnerabilities and
exploit them for personal financial gain or other malicious reasons”. They might
also have other motivations such as cyber vandalism for example. Their values lead
to illegal activities.

Grey hats are hackers whose intentions are not fundamentally malicious, but who
accept irregular compliance with the law to reach their objectives, which distinguishes
them from white hats. Contrary to black hats, greed is not their typical main incentive.



184 D.-O. Jaquet-Chiffelle and M. Loi

. A\S
\“\o ‘g
\0 °/o
) K/
. o(\ (2N
O
(&)
&
N
Q
<
3
—
[}
<
=]
w
1o
[
o

I

]

I

'

I
s rl?n).’\_ Ades =

1

1

1

Fig. 9.4 A third dimension to represent true hackers and hacktivists

Grey hats might also share some incentives with white hats and so-called true
hackers: personal fun, peer recognition, intellectual challenges, etc. However, they
do not really share the original hacker ethic.

To represent true hackers, as well as hacktivists, we need a third perpendicular
dimension where the legal perspective only plays a secondary role (Fig. 9.4).

Many different definitions are used for terms categorising modern hackers. These
definitions are not always fully compatible. They bring different nuances. There is a
need for a more systematic classification.

9.2.4 Today’s Hackers

We have already emphasised a shift in hackers’ incentives from the 1960s to the
2010s. Since the beginning of the 2000s, information grew as a valuable asset and
created new economic incentives for cyber-criminals. In our modern interconnected
society, we now observe a new shift: information tends to also increasingly become
a societal asset too (Fig. 9.5).

Nowadays, our whole society heavily depends on information and information
technologies: transport and communication systems, medical facilities, SCADA
control systems, electrical grid, nuclear plants and other critical infrastructures,
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Fig. 9.5 A societal Societal

dimension in hackers’ incentives

incentives
Ideological Economic
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government activities and voting systems, commercial exchanges and payment
infrastructures, security-oriented surveillance technologies, or even military control
systems.

With the advent and the development of smart cars, autonomous drones, smart
medical devices and the Internet of Things, our physical world is becoming even
more intertwined with the virtual one. To mimic a famous slogan,® what happens on
the Internet does not necessarily stay on the Internet anymore. Lives are at stake.
The very functioning of our society now relies on the Internet. A disruption of
Internet services and other information infrastructure can paralyse a whole country.
This creates a new paradigm and extra incentives for hacking activities. As a direct
consequence, we observe the emergence of new categories of hackers: state-
sponsored hackers, spy hackers or even cyber-terrorists. The target can be an indi-
vidual, a company, a facility, an infrastructure or even a state. Whereas black hats
foster cyber-crime and cyber-security countermeasures, state-sponsored hackers or
cyber-terrorists have given rise to new concepts such as cyber-war, cyber-defence
and cyber-peace.

9.3 Towards a More Systematic Hackers’ Classification

As pointed out, different meanings of the term ‘hacker’ coexist in the context of
computerised systems. The term seems to have evolved since the 60s and describes
very different realities nowadays. True hackers, adept at the so-called hacker ethic,
are disappointed by today’s mainstream usage of the term ‘hacker’. They do not
want to be considered in the same category as security breakers and
cyber-criminals.

However, in the earliest known appearance of the term ‘hacking’ in the context
of computerised systems (Lichstein 1963)—which appeared in the MIT student
newspaper The Tech on 20 November 1963—the pejorative connotation is already
present.

3What happens in Vegas stays in Vegas!
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Traditional dictionaries are of limited assistance in refining the meaning of the
term ‘hacker’ in the context of computerised systems. In fact, this word has numer-
ous different meanings in the English language. The Merriam-Webster dictionary
provides four definitions for a hacker (“Hacker | Definition of Hacker by Merriam-
Webster” n.d.):

1. : one that hacks*

2. : a person who is inexperienced or unskilled at a particular activity (a tennis
hacker)

3. :an expert at programming and solving problems with a computer

4. :aperson who illegally gains access to and sometimes tampers with information
in a computer system

Curiously, the second definition seems completely opposite to the typical com-
mon understanding as it emphasises the inexperience of the hacker at a particular
activity.

The last two definitions better capture the main meanings in the context of this
chapter. The third one is general and covers most of the modern categories of hack-
ers, whereas the last one is close to what we call a black hat or a cracker.

The American Heritage dictionary gives similar definitions for a hacker
(“American Heritage Dictionary Entry: Hacker” n.d.):

1. (a) One who is proficient at using or programming a computer; a computer
buff.
(b)One who uses programming skills to gain illegal access to a computer network
or file.

2. One who demonstrates poor or mediocre ability, especially in a sport: a weekend
tennis hacker.

Those definitions only describe large categories of hackers. We need to delve
deeper into subtle differences to distinguish between the many terms used nowa-
days to characterise hackers in the context of computerised systems and eventually
to precisely define what an ethical hacker is.

A more systematic classification requires, as a first step, a taxonomy, i.e. the
creation and definition of classes with clear identities. A second stage of classifica-
tion is ascription, i.e. placing each hacker into its class. Ascription corresponds to
the identification of a hacker as belonging to a specific class. Identification itself is
a “decision process attempting to establish sufficient confidence that some identity-
related information describes a specific entity in a given context, at a certain time”
(Pollitt et al. 2018: 7). When the entity is a person, i.e. for people identification, the
identification process relies on authentication technologies in order to corroborate

“The verb ‘to hack’ has numerous meanings. According to the Merriam-Webster dictionary, the
first definition is “fo cut or sever with repeated irregular or unskillful blows” which has nothing to
do with computer hacking.
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(or to exclude) the fact that the given identity-related information describes this
person in the given context, at the time of reference, with sufficient confidence.

Authentication technologies are classified themselves into four categories,
namely:

— Something you know
— Something you are
— Something you do
— Something you have

A key aim of this paper is to develop a classification of (modern) hackers, related
to categories of authentication technologies.

9.3.1 A First Taxonomy

In order to reach a new systematic classification of (modern) hackers, different per-
spectives can be chosen. A first approach consists in defining classes according to
hacker’s expertise (its scope and its level) and to hacker’s values (his/her objectives
and moral principles). Expertise can be seen as a collection of internal resources—
something that the hacker knows—while values followed by the hacker can be seen
as an internal attitude—something that the hacker is. Those classes are defined in
compliance with the first two categories of authentication technologies (Table 9.1).

Hacker’s expertise is defined by both its scope and its level. It corresponds to
what the hacker knows and is able to do. The scope considers the expertise environ-
ments (OS, protocols, network, etc.), the objects covered by this expertise—those
being physical (computers, phones, medical devices, smart cars, drones, etc.) or
virtual (websites)—as well as the tools and programming languages mastered. The
level of expertise appears to be a decisive criterion within hackers’ communities to
grant access to peer recognition. Next to their technical skills, some hackers might
possess social engineering expertise. This might appear to be useful for black hats
in order to bypass physical or logical security measures.’ Social engineering can be

Tablf: 9.1 ' A first High expertise | Low expertise

clasmﬁcatlon based on Legal goals White hats _

expertise and legal goals o 1qa-
Illegal goals Black hats Script kiddies

Unlegal® goals | Grey hats

True hackers
Hacktivists

aUnlegal qualifies a value that is neither legal nor
illegal

3Social skills may also be useful for white hats, when testing again the possibility of black hat
hackers’ intrusions.
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used to gain a first internal access into a company computer network, for example.
However, social engineering requires significant social skills, and not all hackers are
social engineering experts. Hackers can be geeks. In his book (Marshall 2008: 1),
Angus Marschall humourously defines a geek as “a nerd with social skills, and an
extrovert geek looks at your shoes when he/she is talking to you.” Conversely, most
social engineering experts are not hackers. However, they can work together, typi-
cally under the direction of the same entity, a conductor.

Hacker’s values encompass both his/her objectives and his/her moral principles.
Hacker’s objectives can be noble: make the digital realm a better and more secure
place; they can be ideological: promote political views and ethical values (freedom
of speech, democracy); they can be self-oriented (fun, personal intellectual chal-
lenge, peer recognition); and they can be malicious (information theft, money extor-
tion, vandalism). Hacker’s moral principles define the limits, if any, that they respect
while trying to reach their objectives. These limits can be legal and/or ethical. They
can also be personal or related to a particular community.

To give an example based on this first classification, we only consider both the
expertise level (high or low) and the legal nature of hacker’s goals. We use illegal to
qualify a goal which is not legal—typically a value related to malicious intentions—
and unlegal to qualify a goal which is neither legal, nor illegal in nature, for example
‘to have fun’ or ‘to make the world a better place’.

9.3.2 A Second Taxonomy

We can extend the first taxonomy to develop a finer classification (Table 9.2). In our
attempt to determine a more systematic classification of modern hackers, a second
approach consists in considering not only the internal resources (expertise) and the
internal attitude (values), but also external attitudes, as well as the external resources
hackers have access to. Following the analogy with authentication technologies, the
external attitude corresponds to something the hacker does and the external resources
to something that he or she has.

The external attitude describes the modus operandi. Hackers’ modi operandi are
numerous. Actions can be potential or actual. Some hackers will act according to
what they are able to do, as long as this is compatible with their goals. Others will
stop as soon as their actions could become illegal or incompatible with some moral
principles. Hackers’ targets belong either to the physical world (smart objects, com-
puters, networks, critical infrastructures, banks) or to the virtual one (e-commerce,

Table 9.2 Analogy between Resources Attitude
authentication technologies
and criteria to classify
hackers

Internal | Something you know | Something you are
Expertise Values

External | Something you have | Something you do

Tools Modus operandi
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e-banking, websites, crypto-currencies). These targets span from individual proper-
ties, to companies or even to country-level assets. Hackers can work alone, in (crim-
inal) networks or in state-sponsored groups. They can work for themselves or as
mercenaries on behalf of a conductor.

In the economic paradigm, hackers can be classified according to three catego-
ries, namely what they know (their expertise, i.e. their internal resources), what they
are (their values, i.e. their internal attitude) and what they do (their modi operandi,
i.e. their external attitude). In the societal paradigm, hackers are also characterised
by what they have (their tools), i.e. the external resources they have access to.
Indeed, state-sponsored hackers can have access to classified information and wea-
ponised zero-days, to sneaking, eavesdropping or deep packet inspection tools.
More traditional hackers usually do not have access to these resources. Some state-
sponsored hackers might even have privileged access to specific locations: Internet
backbone or other key physical IT-infrastructures. State-sponsored hackers can
work directly for a government, e.g. if they belong to a government agency.
Alternatively, they might work for official companies selling hacking products and
services to governments. Eventually, they might also belong to mercenary groups
selling their services to governmental or non-governmental organisations.

In this second taxonomy (see also Fig. 9.6), a white hat is a skilled programmer
and computer expert who looks for vulnerabilities in software, protocols, OS, com-
puters and servers, in other physical or virtual devices, and in network systems in
order to improve the IT-security of a system. As a principle, he or she abides by
applicable laws. He or she will stop any action as soon as it has the possibility of
becoming illegal. A white hat might work alone and disclose vulnerabilities to the
legitimate owner of the targeted system, with or without a financial compensation.
Most of the time, white hats are professional hackers employed by IT-security com-
panies, the clients of whom are other companies that need their own IT-security to
be assessed. Pen testers are white hats specialised in penetration tests using the cli-
ent’s IT-infrastructure. All pen testers are white hats, but not all white hats are pen
testers. Indeed, a white hat might decide to analyse the code of some specific open
source software without being mandated by its developer or by any third party.

Black hats are skilled programmers and computer experts who look for vulner-
abilities in software, protocols, OS, computers and servers, in other physical or
virtual devices, and in network systems in order to support their malicious inten-
tions. They do not abide by ethical values and do not respect laws. Black hats typi-
cally use bugs and exploits to gain unauthorised access to a computer system or an
IT-infrastructure with both malicious intent and, typically, illegal means. They aim
to steal sensitive information, and personal or corporate data. They attempt to trick
users or companies in order to get money transferred to accounts they have access
to. They might work alone, belong to professional criminal networks or act as mer-
cenaries by selling their services to such networks or a conductor (crime-as-a-
service). All black hats are cyber-criminals, but not all cyber-criminals are black
hats. Indeed, many cyber-criminals do not have much expertise. They are not hack-
ers themselves; rather, they buy and use tools or services developed by black hats.
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Fig. 9.6 Crackers, pen testers and social engineering experts

Grey hats are skilled programmers and computer experts who look for vulnera-
bilities in software, protocols, OS, computers and servers, in other physical or vir-
tual devices, and in network systems in order to have fun, to play around, to solve a
challenge, to be granted peer recognition, or to improve the IT-security of a system.
Usually their intentions are not malicious and financial gain is not their main incen-
tive. They might comply with their own moral principles that can differ from the
original hacker ethic. They do not necessarily respect applicable laws, which distin-
guishes them from white hats.

Below we select the level of abstraction to describe the intentions and voluntary
constraints of the different types of hackers at the right level of abstraction in order
to distinguish them more analytically. For example, a hacktivist may share attributes
with a black hat or a grey hat if he/she breaks the law, while pursuing ideological
objectives (not personal gain). Grey hat hackers may also pursue apparently mali-
cious goals, ideological or personal objectives (e.g. fun, etc.) while disregarding law
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altogether, but who, unlike black hats, do not aim at committing crimes. One possible
way to distinguish white, grey and black hats is in terms of their relation to the law
and organisations or individuals:

— A white hat acts legally and tries to be trustworthy for companies or other organ-
isations that (may) purchase his or her services.

— A black hat acts both illegally and maliciously, e.g. against a victim (a company
or another organisation or an individual), either alone or within a criminal
network.

— A grey hat does not attempt to be trustworthy for companies or organisations; he
or she may act illegally when required to pursue his or her goal. However, he or
she does not act maliciously and attempts to minimise harm and avoid unneces-
sary harm.

For example, a grey hacker motivated by ideological goals (e.g. the love of jus-
tice) may illegally break the security system of a political party to highlight inade-
quate privacy protections, but refrains from downloading data, publishing them and
causing (serious) harm. Nonetheless, he acts illegally (in most jurisdictions) because
he lacks the consent of the attacked party and may also cause some harm (e.g. repu-
tational harm for the party), which is ‘offset’ by the broader benefit for the party
members’ deriving from the awareness of the vulnerability, so the act could be seen
as being prevalently benevolent.

Crackers® are black or grey hats who perform computer and system break-ins
without permission. As a consequence, their activities are illegal. Phreakers are
phone crackers.

Note that such descriptions correspond to hackers described as personae, or
social roles, not to flesh and bone individuals. It is logically possible for the same
individual to sometimes act as a white hat and sometimes as a grey hat hacker in
incognito. However, such an individual would have to keep those identities—cor-
responding to the different persona, the white and the grey hat—completely sepa-
rated for the public eye. Indeed, the reputation as a grey hat hacker undermines all
grounds for trustworthiness that are essential to being employed as a white hat
hacker. Of course, it is also theoretically possible for an individual to transact from
one personae to another one: e.g. from being a black hat to becoming a white hat
hacker. To be credible, however, such role changes would have to be understood as
a ‘full conversion’ by others—a change in the overall motivational set of the indi-
vidual. Moreover, the conversion may not be sufficient to make the individual trust-
worthy. Indeed, many security companies would not hire a former black hat. For
example, at least until 2001, IBM had a policy to “not hire ex-[black hat]-hackers”
(Palmer 2001: 772).” The television series ‘Mr Robot” (Mr. Robot n.d.) tells the story

©Some authors consider black hats and crackers as equivalent terms. We introduce here some dis-
tinctions. In particular, we consider that crackers might be grey hats acting for fun with no malicious
intent.

"This may have been the case up to 2001; the authors were not able to determine if a change of
policy occurred since then.
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of an individual who routinely switches between the roles of a white-, grey- and even
black-hat hacker, even in the course of the same day. However, the character has an
unstable personality and is schizophrenic.

9.3.3 Ethical Hacking

Ethical hackers® are white hats mandated by clients (companies) who want their
own IT-security to be assessed. They abide by a formal set of rules that protect the
client, in particular its commercial assets. All pen testers are ethical hackers, but
ethical hackers do not limit themselves to penetration tests. They can use other tools
or even social engineering skills to stress and evaluate their client’s IT-security (see
also Fig. 9.7).

An ethical hacker will try to act similarly to a black hat but without causing any
tort to the company. He will look for vulnerabilities that could be exploited by mali-
cious hackers, both in the physical world and in the virtual one. In ethical hacking,
the conductor of the attack is the target itself or, more precisely, the target’s repre-
sentative who mandated the ethical hacker to stress and assess the target’s I'T-security.
In comparison, the conductor of a black hat’s attack is never the target itself, but
either the black hat or a third party—different from the target—if the black hat acts
as a mercenary.

Ethical hackers adopt a strict code of conduct that protects their relationship with
their clients and their client’s interests. Such a code of conduct sets a frame for their
attitude. It describes rules that the ethical hacker must abide by. These rules prevent
the ethical hacker from taking any personal advantage of his relationship with his
client. This fosters the creation of a trusted relationship similar to the special rela-
tionship between a medical doctor and his or her patients, or between a lawyer and
his or her clients. The client’s trust is of utmost importance in order for the ethical
hacker to get the contract and to be granted permission to maybe successfully pen-
etrate the system. Indeed, during the course of such an attack, the ethical hacker
might discover trade secrets or other very sensitive data about his or her client’s
activities, as well as personal data about employees. The company needs to trust that
the ethical hacker will not misuse his or her potential privileged access into its
IT-infrastructure in order to introduce backdoors or to infringe privacy, neither dur-
ing the mandate, nor after the contract is fulfilled.

The typical content of such a code of conduct contains rules which guarantee that
the ethical hacker:

— will get written permission prior to stressing and assessing his or her client’s
IT-security
— will act honestly and stay within the scope of his or her client’s expectations

$Some authors consider white hats, pen testers and ethical hackers as equivalent terms. In this
chapter, we introduce some slight distinctions.
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Fig. 9.7 Ethical hackers

— will respect his or her client’s as well as its employees’ privacy

— will use scientific, state-of-the-art and documented processes

— will transparently communicate to his or her client all the findings as well as a
transcript of all his or her actions

— will remove his or her traces and will not introduce or keep any backdoor in the
system

— will inform software and hardware vendors about found vulnerabilities in their

products
These rules also aim at protecting the ethical hacker and making his or her work

legal de facto. Different curricula even propose training and certifications in order
for a hacker to become a certified ethical hacker (CEH).
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9.4 Is ‘Ethical Hacking’ Ethical?

Ethical issues are evaluated according to a collection of ethical values and moral
principles in regards to objectives and behaviours in a specific context.

9.4.1 Inethical, Unethical and Ethical Hacking

Inethical hacking can be defined as hacking that does not abide by any ethical value.
Inethical hacking does not imply unethical behaviour, but removes ethical barriers
and in doing so increases the risk of actual unethical behaviour. Greed is not an ethi-
cal value or a moral principle. Black hats typically perform inethical hacking that
leads to unethical behaviour. However, what is ethical hacking fundamentally? Is it
hacking that respects at least an ethical value? Certainly not, as such a hacking
might infringe other fundamental ethical values. Indeed, intuitively, in order for
hacking to be deemed ethical it should respect at least the most important ethical
values at stake, balanced in a reasonable way. Therefore, non-inethical hacking is
not necessarily ethical.

Precisely defining ‘ethical hacking’ in a fundamental, context-independent way
is not a trivial matter, if even possible. We could start to define prima facie unethical
hacking as hacking that infringes at least one ethical value or moral principle in an
actual context. Prima facie means that the hacking seems unethical, although it may
cease to appear so after a thorough examination of the issue. By contrast, the ultima
facie ethical or unethical choice considers all relevant reasons, also those pulling in
opposite directions, and tries to determine what is best all things considered. The
‘all things considered’ best act is the choice that is supported by most reasons, or by
the strongest ‘undefeated’ reason, including all moral reasons, if any, bearing on the
matter (Scanlon 1998). Under this logic, non-prima facie unethical hacking would
be hacking that respects all ethical values and moral principles in that context. It
makes sense to consider that any non-prima facie unethical hacking is ethical.
However, should we require hacking to be non- prima facie unethical in order to be
deemed ethical? This would lead to an overly restrictive definition. Indeed, with
such a restrictive definition of ethical hacking, almost no hacking could be deemed
ethical. In practice, we often face competing ethical values. Not all ethical values
can be respected simultaneously; they need to be prioritised in regards to objectives
and behaviors in a specific context. Therefore, a general concept of ethical hacking
should not be reduced to non-prima facie unethical hacking as it would lead to a
useless definition.

The prima facie unethical category can be further sub-divided into three
categories:

1. Morally problematic: when at least one value is violated; however, the action
may be justified ‘all things considered’.

2. Non (ethically) optimal (weakly unethical): when the action is not the best one,
considering all ethical reasons bearing on the issue.
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3. Ethically impermissible (strongly unethical): when there is a strong moral reason
not to perform the action; e.g. the action violates an important moral duty (what
Immanuel Kant refers to as a ‘perfect duty’), e.g. the duty corresponding to
another person’s moral right.’

This distinction is mirrored in terms of a normative moral psychology, specifying
the emotions that a morally decent person should feel in correspondence to each
category of cases: hacking that is morally wrong in the strong sense (i.e. impermis-
sible) should evoke feelings of blameworthiness by others and moral guilt by the
moral agent. Morally problematic hacking may not even be unethical ultima facie,
and may reasonably lead to no moral blame and no feelings of moral remorse; how-
ever, some have argued that it may lead to some kind of moral regret (Williams
1981, 27-28). Non-ethically optimal hacking is unethical (ultima facie) but in a
weaker sense compared to ethically impermissible hacking; it may then justifiably
lead to moral remorse and regret.

We have mentioned the idea of the all things considered (morally) best choice.
Note that in a case of value conflict, a pluralist society may not agree with a single
way of balancing and resolving trade-offs between values in practice. As an exam-
ple of disagreement on balancing, consider supporting trust in cybersecurity Vvs.
achieving justice. Both values could be in conflict when a white hat hacker discov-
ers proof of unethical behaviour, or possible signs of crimes by a company during
pen testing. In 